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Putting the CEFR to Good Use

This collection of papers marks the 5th TEASIG volume of contributions by presenters at TEASIG Conferences. The conference on Putting the CEFR to Good Use was jointly organised and held with EALTA in Barcelona in October 2010.

Since its publication in 2001, the CEFR has been used in a large number of different contexts and by different groups of learners, teachers and assessors, both within and outside Europe. The papers here reflect this range of uses and provide information on and insights into a variety of best practices. This range means that almost everyone involved in the training and testing of language and communication skills will find something of interest. The subjects of the contributions cover the use of the CEFR in different national contexts as well as for different age groups and particular skills.

They have not been grouped in any particular categories here as the manageable number means that the reader will be able to identify and choose those easily which apply to a particular context. There are certainly many insights to be gained from the wide experience of the many eminent authors reflected in the contents of their papers. Contact details are given so that projects and references can be followed up.

We would like to thank all those who helped to make the conference in Barcelona such a success and who are too numerous to be mentioned here. Particular thanks go to those presenters who submitted papers for this volume and provide readers with in-depth information on the subjects of their presentations.

All those who attended the conference will appreciate the opportunity to revisit the topics of the presentations and workshops they attended as well as find out more about those which they could not attend. For those who were not able to be at the conference, we hope that you find this overview interesting and edifying and that it will encourage you to attend one of the future TEASIG conferences.

Editors:
Judith Mader    Zeynep Urkun
Information about the conference and thanks

IATEFL Testing, Evaluation and Assessment Special Interest Group (the TEA SIG) and EALTA (European Association of Language Testing and Assessment) jointly organized a two-day conference in Barcelona on October 29 & 30, 2010, titled “Putting the CEFR to Good Use”.

TEA SIG and EALTA had long been seeking to join forces for an event that would cater for the needs of the testing community at large and the conference bore fruit to the articles contained in this publication. Our starting point was to find a theme which would have a common appeal to European testing audiences and the final consensus was: what better theme than the CEFR?

The impact of the Common European Framework of Reference for Languages (2001) and of the Manual for Relating Examinations to the CEFR (2009) in the field of language testing and assessment has resulted in a growing number of research programs, linking projects and training endeavors. However, different constituencies in different contexts of use with different resources create different scenarios which require tailor-made approaches in terms of improving current practice, and managing change, competence building in the area of using the CEFR not only in exam contexts but also in classroom assessment, increasing the quality of test development and test administration procedures, developing procedures that guarantee transparency and accountability, encouraging the development of both formal and informal national and international networks.

The aim of this conference was to look at how professionals in the field have addressed these issues, and to exchange ideas on how different constituencies can cooperate in order to improve testing and assessment practice(s) in Europe.

The conference was very well-attended by some 120 delegates from 23 different countries and consisted of 4 plenary talks, 16 selected talks and 4 workshops. Participants were able to watch these presentations, to get to know the beautiful city of Barcelona and its surroundings, enjoy the lovely weather and to communicate with other delegates.

This publication of IATEFL TEA SIG – EALTA Conference consists of the selected articles written by 11 presenters of the conference.

Our thanks go to all IATEFL and EALTA officers for their support and help, in particular Zeynep Urkun, Neus Figueras and Gudrun Erickson. We would like to express our gratitude and thank all the article contributors for such interesting, well-prepared content, as well as APAC (Associació de Professors d'Anglès de Catalunya) for their invaluable support in taking care of the many local organizational details, in particular Miquel Breton, the treasurer. Special thanks to our plenary speakers, Gudrun Erickson, John H.A.L de Jong, Brian North and Sauli Takala for supporting the conference by appearing as plenary speakers despite their extremely busy schedules.
Using the CEFR to Benchmark Learning Outcomes: a Case Study
Simon Buckland
Wall Street Institute International, London

Introducing Wall Street Institute
Wall Street Institute (WSI), part of the Pearson Group of companies, is a global provider of English language teaching to adults, with over 170,000 students in 440 learning centres in 30 countries. WSI uses its own proprietary Blended Learning system, which integrates computer- and print-based guided self-instruction with face-to-face small group classes led by teachers. It also comprises face-to-face support provided by L1-speaking personal tutors, and an online learner community.

The Wall Street Institute curriculum
The Wall Street curriculum, which was originally introduced in the early 1980s, and which has been updated five times since then, is based on the Council of Europe ‘Threshold Level’ (Council of Europe, undated) – a precursor of today’s Common European Framework of Reference (Council of Europe, 2001). The Wall Street curriculum is divided into 17 levels, going from zero beginner to approximately C1 on the CEFR. A diagram later in this document shows how they map to CEFR levels.

The Wall Street Institute blended learning system: objectives and benefits
The delivery platform has evolved over the years that it has been in use, from book and tape through CD-ROM to today’s internet/intranet version – but the methodology employed has remained essentially the same, based on the following principles:

- A mixture of guided self-access instruction and teacher-led classes
- The guided self-access instruction takes place on computer, either in a learning centre (intranet) or online (internet)
The teacher lessons use small groups: there are 3 different types, ranging from a maximum of 4 to a maximum of 12 students.

- The curriculum is modular and sequential: where students progress to the next module after completing the current one.
- Both formative and summative assessment are built into the system, with a mixture of computer-based tests, learner self-evaluation and mostly task-based teacher assessment.

The system is intended to assure the following advantages for learners:

- They have unlimited access to asynchronous components when, where, and as long as they wish, with no need to book lessons and no possibility of missing them.
- Students may book classes with teachers at any time that is convenient for them. To ensure this, lessons are scheduled on a recycling timetable and repeated several times a week or month, depending on demand.
- Learner monitoring is constant (and both summative and formative), with formative assessment by teachers of learners' progress and performance as well as test- and exam-type online assessment.
- Instant progress feedback is available to students (in the form of a graphic profile) and full learner data for use by academic support and guidance staff. This is made possible by online storage of all study records (both synchronous and asynchronous); this student database is instantly accessible from any WSI learning centre in the world.

Challenges to standard-setting faced by the WSI system

The advantages of a blended learning system such as that used by WSI are fairly well established (Garrison and Kanuka, 2004; Rossett and Frazee, 2006 – among many). But its use in the context of Wall Street Institute also poses a number of challenges as regards standard-setting and quality assurance.

- The Wall Street network is highly distributed and localised, both globally and nationally (with as many as 60-70 centres in some countries)
- This makes it highly important to be able to compare the performance of one country with another, and one centre with another in the same country
- Accountability to customers is a fundamental commercial and ethical principle for any corporate solution provider
- Customers requiring measurable ROI (return on investment) also require evidence of the

---

1 Very popular levels such as mid-A2 are scheduled much more frequently than, say, zero Beginner or C1 level classes.
efficacy of the learning system

• For commercial as well as homologation purposes, it’s highly beneficial to conform to international norms (for instance, WSI is also recognised as compliant with the ISO9000 standard for service organisations).

Aims of the alignment study

For the above reasons, Wall Street Institute decided in 2006 to launch a formal study to verify and validate the alignment between our internal levels and the Common European Framework.

The aims that we set ourselves were as follows:

• to demonstrate recognized and accredited learning outcomes to students and those paying for their courses
• to provide verifiable benchmarking for students and their (potential) employers
• to comply with current and future requirements of governments and other regulatory bodies

The chosen route towards achieving those aims was to determine the match of the WSI curriculum and of students’ learning outcomes with the CEFR.

The alignment study and its two phases

The entire project was carried out under the direction of Dr. Tony Lee, formerly the Head of Language Testing for the Hong Kong Government, and in association with Dr. Ardeshir Geranpayeh of Cambridge ESOL.

In order to ‘triangulate’ the objective as far as possible, the alignment study was divided into two phases: a quantitative and a qualitative phase.

Phase One (quantitative)

The chosen instrument for Phase One was the Cambridge BULATS test (the computer version), which has already been correlated to the CEFR by Cambridge ESOL themselves (BULATS Research, online). Given that we already know which Wall Street level our students are at, the goal was to map these onto their BULATS scores, and thence onto CEFR levels.

A total of 5,688 students were tested in six different countries: Argentina, Germany, Hong Kong,
Italy, Portugal, Saudi Arabia. These were chosen in order to reflect a representative range of L1s and cultural backgrounds. The results were then calibrated using Rasch models (Bond & Fox, 2007).

**Phase Two (qualitative)**
The aim of Phase Two was to align WSI curriculum content with the CEFR, following a similar methodology to that employed in the development of the Framework of Reference itself. A random selection was made of about 200 ALTE/CEFR Can-Do statements, and placed into a random sequence selection, with the CEFR level removed. An expert panel of 90 WSI teachers with 18 months or more of work experience at WSI was given this selection of Can-Do statements and asked to match them to WSI levels. Again, the results were Rasch calibrated.

**Results and conclusions of the alignment study**
The results of the alignment study conformed to WSI’s expectations, with a high degree of correlation in both phases.

In Phase 1 there was a good to excellent match between WSI levels and BULATS scores, showing that the former are effective discriminators (see diagram).

Using the alignment which Cambridge ESOL have demonstrated, WSI are thus able to link WSI internal levels to Common European Framework levels.

In Phase 2 we found a more than adequate match between the WSI raters’ assessments and the CEFR levels – almost 80% of the Can-Do statements had a good or high level of correlation.
Our overall conclusion was that the link between CEFR levels and WSI’s internal levels had been satisfactorily established. The study was conducted in close consultation with Cambridge ESOL, who have formally and publicly endorsed the methodology employed. On this basis, WSI have published the results of the alignment study for use in our commercial and educational communications with students and prospective students (see below):

The study was presented at the ALTE and IATEFL conferences in 2008, and published in the proceedings of those conferences (Taylor & Weir, 2009 and Beaven, 2009).

As Cambridge ESOL acknowledged in their public statement, Wall Street Institute is the first global ELT provider to carry out such a study. Our hypothesis is that the blended instruction and assessment model enables WSI to achieve a higher level of consistency across countries and learning centres than is possible using a purely instructor-led model.

**Using the alignment in practice**

The goal of the study, as explained, was to provide a benchmark and quality guarantee to actual and prospective customers, along the lines of the ISO9000 certification which WSI has also
obtained. However, there have been a number of challenges in achieving this goal.

1. The concept of alignment is somewhat “academic”, and course consultants find it hard to explain to non-experts
2. The CEFR is not well known outside a few European countries (it is by no means universally familiar even across Europe).
3. The world at large still doesn’t really understand the difference between assessing ability using can-do statements and assessing knowledge. To put it another way, the world in which WSI operates remains highly exam-focused – and not always on the same exams at that (there are “Cambridge countries”, favouring FCE, IELTS etc. and “ETS countries”, favouring TOEFL and TOEIC).
4. Last but not least, unsubstantiated and unreasonable claims by competitors (see below for an example) muddy the waters, and make it hard for customers to assess the merits of our claims and of the work that underlies them.

Improbable claims made by Berlitz for the alignment of their courses with the CEFR. Each of the 10 columns represents 80 hours of instruction, and the diagram suggests 320 hours from the start of B1 to the end of B2, but only 80 hours for the whole of C!

Conclusion and discussion
Although WSI was satisfied with the execution and results of the alignment study – and we intend to repeat the exercise in 2011 – we felt that it raises some interesting questions. I leave them for readers to reflect on and possibly discuss – and I will be happy to do so by email with anyone who is interested:

- What does “alignment to the CEFR” actually mean?
- Are you “aligned” if you teach courses leading to the Cambridge Main Suite exams?
- What if your students take TOEFL and TOEIC – are you equally “aligned”?
How do you “prove” alignment to the CEFR?
Can there ever be an ISO-type auditing process?
Can there ever be sanctions against false claims?
What is the market looking for, can it be provided and if so, how?

References
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Simon Buckland is the Director of Curriculum Development for Wall Street Institute International. He has been developing applications for computer-assisted training and language learning for many years, and has been the chief designer and developer of the Wall Street Institute blended learning system since the 1980s.
Intercultural Competence and the CEFR – What’s the connection?

Rudi Camerer, elc – European Language Competence, Frankfurt &
Judith Mader, European Language Competence & Frankfurt School of Finance and Management, Frankfurt

The CEFR – an action-oriented approach

The Common European Framework of Reference for Languages (CEFR) is “non-dogmatic: not irrevocably and exclusively attached to any one of a number of competing linguistic or educational theories or practices.”\(^2\) This non-dogmatic approach is underlined by the constant reminders that “Users of the Framework may wish to consider…” and is one of the many strengths of the CEFR, strengths which have undoubtedly led to its widespread acceptance in large parts of Europe and beyond. The non-dogmatic approach of the CEFR does not however mean that it is without a standpoint, as is made clear by the authors in their insistence on language as a means of communication. As with a constructivist view of culture, it is not what language \textbf{is} that is important in and for the CEFR, but what language \textbf{does}. This understanding of language is further clarified, reinforced and exemplified by the 54 descriptive scales, of which only 4 have linguistic accuracy as their focus – grammar, vocabulary, pronunciation and orthography. A yet unanswered question is that of the relation of these scales to each other. Does a hierarchy of language skills / can-do’s exist? Are some of the scales more important for successful communication than others? There is no descriptive scale for intercultural competence as such. Is there a (good) reason for this?

The declared intention of the Council of Europe (CoE) in producing and promoting the CEFR was to encourage and further plurilingualism in Europe and with it mobility and mutual

\(^{2}\) CEFR p. 8
understanding.\(^3\) There can be little question that intercultural communication, and so logically intercultural competence, must play a role in the achievement of these aims. The language policy aims of the CoE and the aims of the CEFR described in the first chapter confirm this assumption.

The bringing together of mental and intellectual abilities on the one hand and practical communicative competence on the other is reflected in the discussion of intercultural competence in all the relevant disciplines\(^4\). However the claim of the CEFR that intercultural competence can be viewed in terms of active language use raises several questions, the answers to which have far-reaching consequences for teaching and assessment. These questions can be posed as follows:

I. If language competence and intercultural competence belong inextricably together, they cannot be the same thing. How do they overlap, what do they have in common and in what ways are they different?

II. How far does personality play a part in successful intercultural communication? Can features of personality be taught or – dare we say it – tested?

III. How can intercultural communicative competence be described?

IV. How much knowledge is necessary to be interculturally competent?

V. Is there any sort of progression in the acquisition of intercultural competence, similar to that in the process of acquisition of language?

VI. Which English is used in intercultural encounters?

VII. Can intercultural competence be tested?

This paper attempts to go some way towards answering these questions one by one, referring to a project in which training and test material has been developed and used in practice in the context of training programs for chambers of commerce and industry in Germany and Austria.

I. Language competence and Intercultural competence: If language competence and intercultural competence belong inextricably together, they cannot be the same thing. How do they overlap, what do they have in common and in what ways are they different? This question is closely linked to the question of a hierarchy of the descriptive scales of the CEFR. We have no doubt that in most intercultural encounters, it is aspects of politeness and cooperation, reflected in actions such as turn-taking and compensating that are more important

\(^3\) CEFR pp.1-8

\(^4\) cf. the overview provided by Helen Spencer-Oatey and Peter Franklin (2009). Intercultural interaction: a multidisciplinary approach to intercultural communication (Palgrave Macmillan)
than, for instance, sustained monologue and creative writing. Depending on the context of use, some scales are clearly more important than others. For our purposes the scale for Sociolinguistic Appropriateness proved particularly useful and in particular the remarks of the authors on the difficulty of producing such a scale:

The scaling of items for aspects of sociolinguistic competence proved problematic (see Appendix B). Items successfully scaled are shown in the illustrative scale below. As can be seen, the bottom part of the scale concerns only markers of social relations and politeness conventions. From Level B2, users are then found able to express themselves adequately in language which is sociolinguistically appropriate to the situations and persons involved, and begin to acquire an ability to cope with variation of speech, plus a greater degree of control over register and idiom.5

Finding and collating all the relevant descriptors for a description of intercultural competence in the CEFR demonstrated to us quite clearly the view of the authors of the CEFR that intercultural competence requires a minimum level of linguistic competence in the language concerned. However it is also clear – in contrast to what is claimed by the authors of the CEFR – that features of interculturally competent communicators can be observed alongside other features of users at level B1, for instance in the scales Repairing, Oral Interaction and Monitoring and Repair. This observation proved to have practical consequences for the development of training courses and material. Learners at level B1 should be able to use simple but effective communicative strategies to make intercultural communication successful, providing they possess other competences. It is these other competences which make up the training program referred to here. It seems therefore possible to link intercultural competence and language competence at level B1. The nature of this link and its meaning in practical communication is discussed in the following.

II. Intercultural competence and personality: How far does personality play a part in successful intercultural communication? Can features of personality be taught or – dare we say it – tested?

The authors of the CEFR are – understandably – reluctant to define and discuss the role of personality in the context of education in intercultural competence.

Attitudes and personality factors greatly affect not only the language users'/learners' roles in communicative acts but also their ability to learn. The development of an 'intercultural personality' involving both attitudes and awareness is seen by many as an important educational goal in its own right. Important ethical and pedagogic issues are raised, such as:

5 CEFR p. 121
• the extent to which personality development can be an explicit educational objective;
• how cultural relativism is to be reconciled with ethical and moral integrity;
• which personality factors a) facilitate b) impede foreign or second language learning and acquisition;
• how learners can be helped to exploit strengths and overcome weaknesses;
• how the diversity of personalities can be reconciled with the constraints imposed on and by educational systems. ⁶

There is no doubt that intercultural competence is a blend of competences, reduced to basically three – knowledge, willingness, and ability. The desire or wish to communicate interculturally will inevitably imply characteristics such as tolerance, openness or empathy. Whether these characteristics are specific to intercultural competence or whether they are features of communicative competence in general, i.e. also intraculturally relevant, would be the first question to be raised if it is specifically intercultural competence which is being discussed. The second and more important question is how far these characteristics can be taught or trained in adults. However much it may be the aim of school education to raise tolerant open-minded citizens, it is not always easy or even possible to change lifelong attitudes in adults. We have reservations as to whether this is possible at all and, if it is, whether it is something which language teachers should be trained to do. We are not talking here about aspects of language teaching such as learning to learn or counselling learners on learning, which may be part of language teaching for adults (for both learners and teachers) but we would be wary of expecting too much from or putting too great a burden on language teachers. This is also referred to by the CEFR authors and those who have commented on it who warn against using its approach for purposes of social engineering. ⁷

The CEFR makes use of the five savoirs, suggested by Michael Byram (1997) in Teaching and Assessing Intercultural Competence and which claim to cover the entire spectrum of abilities, attitudes and knowledge required for successful intercultural communication.

---

⁶ CEFR p. 106
It is certainly extremely helpful for the development of curricula and teaching material to be able to base these on an accepted description of the various factors affecting intercultural competence. We assume however that it is performance which is the most important aspect and what really counts in intercultural communication. Questions of personality, what interlocutors/participants in the communication “really” think and feel, may well not appear on the surface, often remain concealed and may not be decisive for the success of the communication if those involved communicate successfully and achieve their goals.

Another reason for our reservations as far as features of personality are concerned, is that these cannot be evaluated or tested in any way which approaches the way good language tests are constructed. Even thought the opposite is often claimed, there are no valid, reliable and objective tests of personality available and these are not to be expected in the near future. We say more about this below.

III. Defining intercultural competence: How can intercultural communicative competence be described?

The CEFR places the focus firmly on communicative competence and describes this at six levels. Can intercultural competence at different levels be described and which descriptors would be necessary? There have been attempts to do precisely this and the success or failure of these attempts has played an important part in the development of training material for courses claiming to teach intercultural competence. In order to answer the question above, it is first

---

^cf. the 53 tests / assessment tools / indicators etc. of intercultural competence, which are currently listed on the SIEATAR-Europa website [http://www.sietar-europa.org/SIETARproject/Assessments&instruments.html#Topic26](http://www.sietar-europa.org/SIETARproject/Assessments&instruments.html#Topic26)
necessary to define the issue more closely. Intercultural competence is more than just language competence, there seems to be a general consensus on this. The question of which competences a linguistically competent person needs in order to be regarded as interculturally competent is still a matter of lively debate. Depending on the academic discipline concerned, these additional competences range from behavioural flexibility through emotional resilience to adaptation or integration. The difficulty is agreeing on a definition of any of these terms and concepts. Based on parts of the CEFR as well as the work of Meierkord (1996), Beneke (2000), Byram (1997, 2001), Müller-Jacquier (1999, 2000), Wolf and Polzenhagen (2006) and others, we would suggest the following criteria for intercultural competence. These describe the characteristics of an interculturally competent person in such a way to allow them to be used as test criteria as well as for the development of a test format, valid items and a practicable marking system. The following eight criteria are designed to relate to the active use of language in intercultural encounters and to be used for standardised, objective testing procedures.

These are:

1. **Knowledge about institutions, processes of socialisation and other specifics in one’s own and in one or more target countries.** This includes country specific knowledge of one’s own as well as the other culture(s) one may have to deal with. As well as being aware of and able to use appropriate discourse conventions (which we comment on below) it is also important for the success of intercultural communication that the interlocutors appear interested in and informed about the other’s culture, rather than uninterested and ill-informed. A certain amount (the particular amount is to be defined in each particular case) of knowledge about specific countries / cultures is necessary. This may range from knowing what the local currency and the capital city are to being informed about social, economic, political or religious features of the country or culture. Typical patterns of behaviour (Dos & Don’ts) as well as information on local literature, music and art (“high culture”) may also form part of this range of knowledge. It is by no means necessary to possess comprehensive information on all these aspects of culture. This criterion focuses on the awareness of the necessity to acquire a basic amount of this type of information.

2. **Knowledge of the causes and processes of misunderstanding between members of different cultures.** This implies awareness of and familiarity with the particularities of one’s own as well as the other culture. Examples of potential critical cultural distinctions are the notions of time, hierarchy, space etc. Examples of potential critical discourse functions
are refusing / rejecting, contradicting, instructing, criticising, disagreeing, making and receiving compliments, complaining and dealing with complaints, among others. One’s own personal and culturally-influenced discourse strategies should be the focus of critical appraisal as well as those of the other culture. A range of interculturally appropriate ways of dealing with these language functions should be available to language users.

3. **Ability to engage with differences in a relationship of equality (including the ability to question the values and presuppositions in cultural practices and products in one’s own environment).** The most important feature of this criterion is the ability to express oneself non-judgementally or neutrally on culturally significant phenomena as well as on stereotypes. It also includes the ability, in intercultural encounters, to comment on generalisations with the required amount of objectivity without endangering the relationship to the interlocutor.

4. **Ability to engage with politeness conventions and communication and interaction conventions (verbal and non-verbal).** Politeness is the key term in and the key feature of intercultural communication. Politeness means more than simply following rules of etiquette (however important these may be), it is more concerned with the building of positive relationships, particularly in first and second encounters. It is often in these encounters that the ground is laid for the nature of the relationship and its medium- or long-term success or failure. The ability to interact with the necessary degree of politeness in intercultural encounters is not easy to acquire, as politeness (discourse) conventions differ so greatly from culture to culture and language to language. What may be regarded as perfectly acceptable and appropriate in one culture may be totally unacceptable in another. Learners should therefore have some knowledge of the existing conventions (which apply to the particular encounter) as well as being aware of possible signals and reactions which may signify irritation, confusion or even anger. As well as perceiving these signals, it is also necessary to be able to deal with them in an appropriate way. Being able to use language politely to maintain and possibly repair relationships is therefore a key factor in intercultural communication.

5. **Ability to use essential conventions of oral communication and to recognise changes in register.** This follows closely the criterion described above. Use of inappropriate register in communication is one of the most frequent causes of intercultural
misunderstandings and breakdowns in communication. Being able to use polite discourse conventions correctly and appropriately to deal with all situations, in particular critical or potentially critical interaction must form one of the most important goals of any intercultural training course. This requires familiarity with conventions of communication which may be appropriate or inappropriate for use with interlocutors from different cultures. Examples of these are forms of address, directness / indirectness, face-saving strategies etc.

6. **Ability to use essential conventions of written communication and to recognise changes in register.** What is described above applies equally to written communication, with the important difference that spontaneous repair strategies cannot be used. This makes proof-reading for possible contraventions of polite discourse conventions extremely important for written intercultural communication.

7. **Ability to elicit the concepts and values of documents or events** (i.e. metacommunication). It may be necessary, especially when the encounter is threatening to become critical, but also before this happens, to discuss the particular discourse and other conventions which prevail in order to ascertain what these are and to reach agreement on which conventions are appropriate and acceptable in the particular encounter. This must be done without any appearance of superiority or arrogance on either side and should not lead to embarrassment for either party. Communicating about the communication itself can be extremely helpful even if both parties are prepared for the encounter and willing to use (temporarily) the conventions applicable in the other culture. Metacommunicative discourse strategies have not yet been the focus of language training, although the mastery of these may be crucial for the building of a positive relationship. The importance of this criterion is not diminished by the fact that in many so-called “high-context” cultures attempts at metacommunication may be rejected implicitly. Knowledge of this possibility and the ability to use metacommunicative strategies appropriately in the relevant situations are what is meant by this criterion.

8. **Ability to mediate between conflicting interpretations of phenomena.** Some of what is said in the CEFR about mediation seems inconsistent. This poses a dilemma, as in some places in the CEFR mediation is taken to mean translation / interpretation, in others the central meaning is that of mediation in intercultural contexts, which broadens and changes its significance and may lead to a different interpretation. The summary in the penultimate
chapter on curriculum development both in and outside school describes the spectrum of skills referred to in the context of mediation:

“… it would be helpful if the ability to cope with several languages or cultures could also be taken into account and recognised. Translating (or summarising) a second foreign language into a first foreign language, participating in an oral discussion involving several languages, interpreting a cultural phenomenon in relation to another culture, are examples of mediation (as defined in this document) which have their place to play in assessing and rewarding the ability to manage a plurilingual and pluricultural repertoire.\(^9\)

It is this definition we have used as the basis for the development of the curriculum and test in intercultural communicative competence.

These eight criteria are indicators of intercultural communicative competence. The ability to use each of them requires a minimum level of linguistic competence. Using the relevant CEFR descriptors as well as our own practical training experience and test piloting, we have set this minimum level at B1. The overriding aim of our extensively piloted training programme is to prepare learners to use their linguistic abilities in intercultural encounters in such a way that their communicative behaviour corresponds to the criteria described above as far as possible. The criterion-based test shows how far this goal has been achieved.

IV. Knowledge or ability: How much knowledge is necessary to be interculturally competent?

We have already referred to the importance of country- or culture-specific knowledge in intercultural communication. Learners should appreciate the relevance of this type of knowledge and not enter fully unprepared into intercultural encounters. However there is also a different kind of knowledge which may play a role in intercultural encounters. This is knowledge of the things which are apparently taken for granted in a particular culture and how these may differ from culture to culture, i.e. knowing that my view of reality may be different from that of my fellow interlocutor’s, possibly even so different that there can be little or no mutual agreement.

Acquiring this knowledge does not imply a study of the literature or attendance at lectures, as is the case in many intercultural training courses.\(^10\) We believe that the uncritical acceptance of

\(^9\) CEFR p. 175 our emphasis
\(^10\) Jürgen Bolten, Interkulturelles Coaching, Mediation, Training und Consulting als Aufgaben des Personalmanagements
many so-called culture frameworks as described in detail by Hofstede, Trompenaars, Hampden-Turner and others may prove problematic. Learners should be prepared to encounter individuals rather than “a culture”. These individuals may – consciously or unconsciously – differ quite significantly in how they behave from the behaviour described as typical for their culture. In view of this, it is surprising how many training programmes present the findings of Hofstede as the content of “Intercultural Theory”, even though many other, more recent, data-based findings exist and are easily accessible. It is equally astonishing how criticisms of this approach are ignored. The differences between the findings of intercultural researchers and theorists are rarely mentioned nor are the variety of methodological approaches and the many questions which arise from this variety or the proposed number of cultural dimensions proposed.

This leads to questions such as: Are there any number of culture dimensions? Are some more important than others? How are diametrically opposing results to be explained? How do any of the dimensions affect actual communicative behaviour in intercultural encounters? It is beyond the scope of this piece to attempt to answer these questions.11

V. Levels of intercultural competence: Is there any sort of progression in the acquisition of intercultural competence, similar to that in the process of acquisition of language?
The piloting of our curriculum and training programme indicate strongly that a progression exists. This progression in successful communication is not by any means to be equated with linguistic knowledge and ability. Successful intercultural competence does not principally depend on a high level of linguistic competence. The specific partial competences which make a linguistically competent speaker into an interculturally competent speaker are only partly dependent on linguistic knowledge and ability.

Although B1 is set at a minimum level, it can be assumed that users at B2, C1 and C2 have a greater range of discourse strategies (oral and written) at their disposal and may well be more confident in identifying differences in register or in the use of metacommunicative strategies. However the piloting showed that learners with relatively small linguistic means at their disposal were able, through repeated use of a small number of strategies, to communicate successfully in intercultural encounters. As well as this, we were able to establish that users at higher levels of linguistic competence did not demonstrate a significantly higher level of intercultural communicative competence. This may be connected to the fact that language users at a high linguistic level are often subject to stricter "rules" and less likely to be forgiven for intercultural "faux pas" than users who clearly do not possess the linguistic means to express themselves appropriately, for example less directly.

This leads to the question of whether intercultural competence can be trained and if so how? Being aware of the existence of different views of reality is undoubtedly significant for successful intercultural encounters. In contrast to many intercultural training programmes, we do not provide any input on culture dimensions and intercultural theory, but use learners' own experiences to motivate them to reflect upon their own cultural standards and views of reality, as well as what they take for granted. Learners are also prepared to be confronted with entirely different views and values from their own and are provided with the appropriate discourse strategies to deal with these in specific situations. They are tested neither on their knowledge of cultural frameworks nor on their knowledge of specific intercultural theorists. Emphasis is placed on increasing learners’ familiarity with different cultural standards as well how these are expressed and on increasing their awareness of their own attitude to differences encountered and their own ways of behaviour, particularly language behaviour.
VI. Intercultural competence and English: Which English is used in intercultural encounters?

When set against the central aim of plurilingualism in European language policy, the fact that the CEFR first appeared in English can perhaps be seen as coincidental, particularly as it is now available in 32 languages, including some as far from “European”, as Chinese, Korean, Japanese or Arabic. Clearly some features of the CEFR are perceived as of common interest and importance by users of all these languages, a perception which has led to the acknowledgement of the CEFR in translation as well as, in many cases, to its adoption and official or semi-official recognition for educational purposes by institutions and bodies in Europe and beyond. The question of which specific variety of English to use cannot be answered here as it will clearly depend on the cultures to be encountered. Generally it can be said that the main varieties of English are British and US-American and standard variations on these as well as what is known as Mid-Atlantic and what is coming to be known as International English / English as a Lingua franca. We enter into the use of this in intercultural encounters as well as its implications for the test elsewhere.\(^\text{12}\)

VII. Testing intercultural competence: Can intercultural competence be tested?

Tests of proficiency in a language should make possible a prognosis of future communicative behaviour, in this case in intercultural encounters. This can be represented as follows:

![Diagram of test and criteria relationship]

Read anticlockwise, the diagram shows the relationship between test and criteria.

\(^{12}\) Camerer Mader Interculture journal
Essential features of any test construct are therefore:

- A description of the intended communicative competence (e.g. competence levels of the CEFR)
- A representative sample of partial competences
- A precise description of the marking criteria
- Standardised test procedures simulating these as well as standardised scoring procedures
- A test construct which bases its criteria on a comprehensive description of verbal, non-verbal and paraverbal communication, such as that to be found in the CEFR, can make a claim to validity which should meet with wide acceptance.

Tests of intercultural competence available on the market (such as the *Intercultural Development Inventory* developed by Milton J. Bennett and Mitchell R. Hammer and available worldwide or the *Test of Intercultural Sensitivity* provided by ICUnet AG based in Germany) provide a complete contrast to an approach of this type. These tests work with self-response questionnaires and the interpretation of these. The construct such as it is, can be portrayed as follows:

![Diagram showing test criteria and observable features](image)

Although psychometric tests of this type are widely used in corporate personnel selection, the professional consensus on which they are based is minimal. Characteristics such as intelligence, aggression, attraction etc. are generally considered to be so abstract as to be largely irrelevant in connection with performance and the forecast of this. To underline this point, here is a quote
from a “sobering reminder about the low validities and other problems in using self-report personality tests”:

There is considerable evidence to suggest that when predictive validation studies are conducted with actual job applicants where independent criterion measures are collected, observed (uncorrected) validity is very low and often close to zero. This is a consistent and uncontroversial conclusion.13

A valid measurement of personality features and any empirical evidence of how they relate to practical performance beyond the test situation seems difficult if not impossible. On the other hand, high-quality language tests are generally based on something firmer. Using a well-established view of communicative competence such as that described in the CEFR must inevitably lead to greater validity of a test procedure, especially when added to test development procedures such as those described in the Manual for Relating Language Tests to the Common European Framework of Reference. A test which is based on descriptors of communicative performance, as described in the CEFR, does not set out to test features of personality and is not based on psychological constructs. This does not mean that such features of personality as tolerance of frustration or open-mindedness, to name but two, are not important in intercultural competence, just that they should not form the basis of a test of intercultural competence.

Every test of language competence represents a compromise governed by rules, for which several possibilities may exist. All of these various possibilities for the realisation of a test construct require, however, that the four elements mentioned above are demonstrated: a widely accepted description of communicative competence, a plausible selection of partial competences, an exact definition of criteria for marking performance and standardised testing and scoring procedures. Our development of the test format is based on the principle that there should be as much authentic communication as possible and as much standardisation as necessary to ensure objective evaluation. The format takes into consideration the testable elements of intercultural communicative competence, including cognitive aspects as well as communicative ability, without entirely ignoring the (in fact not testable) features of personality. The test consists of a written part and an oral part, which evaluate speaking, writing, reading and listening in intercultural encounters. Observable and assessable communicative competence is in the foreground. Theoretical intercultural knowledge is not tested and only awarded importance is as far as it contributes to successful practical intercultural communication.

Conclusion

Test developers are accustomed to starting with construct and criteria and conducting the development of a test with these in mind. A team of “language experts” such as ours had no difficulty in accepting the premise that intercultural competence only makes sense if it is understood as intercultural communicative competence. It therefore seemed to be the next logical step to find all the relevant statements and descriptors in the CEFR and use these to approach the question of how language competence (as it has been tested for years) and intercultural competence go together and where differences may lie. Using the criterion-based test format and the elements belonging to this – syllabus, material and test as well as train-the-trainer courses – we are convinced that this example of training and testing intercultural competence in English provides a realistic and practicable method which can be transferred to other languages. The performance-based approach to training and testing may also replace the cognitive approach to the training of intercultural competence in use up to now.
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CEFR and contrastive rhetoric – what’s the link?
Cecilie Carlsen,
University of Bergen, Norway

Introduction
An overall aim of the CEFR is to be open, dynamic, non-dogmatic, and general enough to be relevant to different languages, learner-groups and situations (CEFR: 8). To meet this aim the CEFR needs to describe language proficiency in a non language-specific way (Hulstijn, Alderson and Schroonen, 2010:16). This, however, is not unproblematic (Alderson, 2007:660). Firstly, it is likely that the difficulty of reaching a certain level of proficiency in, for instance, grammar, orthography or pronunciation will vary according to characteristics of the target language. It is easier to spell correctly if the writing system of the target language reflects pronunciation, which is the case for Spanish and Finnish more than for English and Danish. Similarly, it is easier to master the morphology of English than that of Polish due to the more complex morphological system of the latter; the rules of syntax are more complex in Norwegian than in Spanish and so on. Secondly, the challenges of reaching a certain level of proficiency will vary according to characteristics of the learners’ first language (L1) and the relative distance between the L1 and the target language. The learners’ L1 may affect the time it takes, the degree of success, as well as the very process of learning the target language (Jarvis and Pavlenko, 2007). Empirical research investigating specific first target language combinations in relation to the CEFR is therefore sorely needed, and the network of Second Language Acquisition and Language Testing in Europe (SLATE) deserves to be mentioned in this respect (Bartning, Marting and Vedder, 2010).

In this paper, I will focus on potential L1-transfer at the level of text structure and written discourse in relation to the CEFR. Most of the research on discursive transfer has been carried out within the framework of contrastive rhetoric (Jarvis and Pavlenko, 2007:103) Contrastive rhetoric (CR) considers texts as cultural phenomena, and postulates that norms of text quality vary somewhat from one language community to another (Kaplan, 1966; Connor, 1996; Connor
et al, 2008). A question I find highly relevant is whether the CEFR imposes one particular cultural view of text quality or whether it is generous and general enough to include different cultural norms. During my workshop at the IATEFL/EALTA conference we discussed the following questions:

- are there cultural norms for good writing?
- is the CEFR generous and general enough to cover such differences? or
- does the CEFR impose a text norm which is closer to that of some language communities than others?

Results from a small pilot study carried out during the workshop will be presented later in this paper.

Contrastive rhetoric

Contrastive rhetoric has its roots in the 1960s and Robert Kaplan’s seminal article “Cultural thought patterns in inter-cultural education” published in *Language Learning* in 1966. In short, CR predicts that there are differences between languages not only at the level of grammar and vocabulary, but also when it comes to what is regarded as a well-composed text. These different text norms may transfer when learning a new language, resulting in L2 texts which deviate somewhat from the preferred structure in the target language community. The original CR-hypothesis maintains that “[e]ach language and each culture has a paragraph order unique to itself, and […] part of the learning of a particular language is the mastery of its logical system” (Kaplan, 1966: 14). Based on the analysis of some 600 ESL essays written by students with different L1s, Kaplan identified five dominant paragraph structures, which he illustrated by the frequently-quoted doodles below:

*Figure 1: Cross-cultural differences in paragraph organization (Kaplan 1966)*

Kaplan’s traditional CR-hypothesis has met with criticism (see Connor, 2002 for an overview),
which has eventually led to a redefinition of the field. Modern approaches to contrastive rhetoric, often referred to as intercultural rhetoric, differ from the traditional approach in many important ways (Connor, 2002; Connor et al 2008): There is a greater striving for methodological rigour, there is more focus on comparing similar texts across languages and cultures, and the concept of culture is redefined in accordance with Holliday and Atkinson’s ideas stating that within one and the same national culture, there may be different small-cultures which may differ from other small-cultures within the same national culture (Holliday, 1999; Atkinson, 2004). Finally, Connor and Moreno postulate a new and modified hypothesis of intercultural rhetoric in which they maintain that: "[…] different cultures have different rhetorical tendencies. […] the linguistic patterns and rhetorical conventions of the first language (L1) often transfer to writing in second language (L2)” (Connor & Moreno, 2005:153).\(^{14}\)

**Contrastive rhetoric and the CEFR**

Searches in the electronic version of the CEFR reveal no references to the term “contrastive rhetoric” or “intercultural rhetoric”. There are, however, numerous references to differences and similarities between cultures. The CEFR deals with cultural competence both as integrated in the concept of communicative competence, particularly in the treatment of sociolinguistic and pragmatic competence, as well as in relation to the concept of intercultural awareness, defined in the CEFR as the "[k]nowledge, awareness and understanding of the relation (similarities and distinctive differences) between the ‘world of origin’ and the ‘world of the target community’” (CEFR, 2001:103). What seems to be lacking, however, is an explicit discussion of the question whether the CEFR scales impose a particular cultural view of text quality. Whether this is the case should be investigated systematically in relation to the scales relevant for written production.

**Workshop: A small pilot study**

In the workshop, participants\(^{15}\) were asked to form L1-groups and discuss what they considered the most important criteria for text quality in their language community. Since this may vary according to text genre and proficiency level, they were asked to think about a typical school essay or argumentative essay written by an L1-user of their language in upper secondary

---

\(^{14}\)Stutterheim et al (2010) also find that different languages tend to structure texts differently, and that these different tendencies transfer when learning a new language. As opposed to the CR-approach, they argue that these differences are driven by grammatical differences between languages and not by cultural differences.

\(^{15}\)The participants were not stratified in any way. The only participant profile information I have available is that they are teachers or language testers in different European countries, and since they attended a conference about the CEFR, I assume they have some knowledge about this framework.
school. They were asked to try *not* to think in CEFR-terms but to specify what is normally regarded a good text in their language community\textsuperscript{16}.

Thereafter, participants were asked to work individually and respond to 16 statements about text quality on a four-point Likert-scale, bearing the same kind of text in mind. The questionnaire contained statements about text norms, in particular those that prior CR-studies had found to vary across cultures, such as preferences for short vs. long sentences, for nominal vs. clausal clauses, for active vs. passive voice, and for elaborate vs. straightforward style (see Connor, 1996 for an overview). In addition it focused on the tolerance for digressions and deviations from the main point, as well as on the use of examples and metaphors. Another important distinction is reader vs. writer responsibility, i.e. whether text comprehensibility is considered mainly the responsibility of the writer or of the reader (Hinds, 1987). Statement 6, 12, 13, and 15 all relate to this distinction.

**Results of the pilot study**

There were only 25 informants in the present study, and hence the results should be interpreted with caution.

**Table 1: Questionnaire about text quality. Results are percentages of 25 participants.**

<table>
<thead>
<tr>
<th>(a typical argumentative essay/L1-texts/upper secondary school)</th>
<th>Agree</th>
<th>Agree some</th>
<th>Dis-agree some</th>
<th>Dis-agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>A good text…</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 …is clearly and logically organized.</td>
<td>96</td>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2 …sticks to the point without deviations.</td>
<td>60</td>
<td>36</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>3 …provides examples to illustrate the main points.</td>
<td>80</td>
<td>12</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>4 …uses an elaborate language where one paragraph may well contain only one complex sentence.</td>
<td>4</td>
<td>16</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>5 …uses the active rather than the passive voice.</td>
<td>16</td>
<td>32</td>
<td>44</td>
<td>8</td>
</tr>
<tr>
<td>6 …gives readers the possibility to use their</td>
<td>32</td>
<td>36</td>
<td>20</td>
<td>8</td>
</tr>
</tbody>
</table>

\textsuperscript{16}The results of this initial exercise are not presented here but were important as a consciousness-raising activity.
<table>
<thead>
<tr>
<th></th>
<th>intelligence to construct meaning when reading it.</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>…uses verbal rather than nominal constructions.</td>
<td>16</td>
<td>40</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td>…introduces the main point early.</td>
<td>56</td>
<td>28</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>…contains deviations and digressions to tickle the readers' interest.</td>
<td>8</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>10</td>
<td>…is kept in a simple and straightforward style.</td>
<td>52</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>11</td>
<td>…uses a personal (“I, we”) rather than an impersonal style (“one, you, it”).</td>
<td>12</td>
<td>28</td>
<td>48</td>
</tr>
<tr>
<td>12</td>
<td>…makes use of meta-language to tell the reader what to expect (for instance: “In this text, I will…, thereafter….., In the conclusion…”)</td>
<td>52</td>
<td>28</td>
<td>16</td>
</tr>
<tr>
<td>13</td>
<td>…makes sure the reader understands.</td>
<td>68</td>
<td>28</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>…repeats and reformulates important points throughout.</td>
<td>20</td>
<td>48</td>
<td>20</td>
</tr>
<tr>
<td>15</td>
<td>…does not spell things out too explicitly.</td>
<td>8</td>
<td>20</td>
<td>48</td>
</tr>
<tr>
<td>16</td>
<td>…makes use of metaphors.</td>
<td>16</td>
<td>48</td>
<td>28</td>
</tr>
</tbody>
</table>

For some of the question the total is less than 100% because of some missing values. 0% is replaced by “-“ to make the grid more readable.

For a few of the statements there is a high agreement between the 25 informants. For the first statement “A good text is clearly and logically organized” 96% of the informants agree. The question is of course whether informants vary as to what they consider to be a clearly and logically organized text, which is what the rest of the statements are trying to pin down.

“A good text provides examples to illustrate the main points” is supported by 80% of the informants. 68% agrees that “A good text makes sure the reader understands”. This is an important question as it focuses on reader vs. writer responsibility, as mentioned above. There is less agreement about its counterpart in the grid, which states that: “A good text gives readers the possibility to use their intelligence to construct meaning when reading it”. The largest diversion between informants is found for statements 4, 7 and 9.
L1-group differences

The main purpose of the questionnaire was to investigate potential L1-differences regarding criteria for text quality. The 25 participants were divided into five L1-groups: English (n=7), German (n=6), Norwegian (n=6), Finnish (n=3), and Spanish (n=3). L1-group differences were analysed with a One-Way Analysis of Variance (ANOVA) in SPSS. ANOVA is a statistical method that compares the variance within groups to the variance between groups in order to answer the question whether the differences between groups are sufficiently large to support the claim that the groups represent different populations (Larson-Hall, 2010:268). The results of the ANOVA show that differences between L1-groups are significant (p>.05) for 4 of the 16 statements, i.e. statements 2, 7, 8 and 12\textsuperscript{17}.

Table 2: Results of the ANOVA statistics

<table>
<thead>
<tr>
<th>Statement</th>
<th>F-values</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Sticks to the point</td>
<td>$F_{4,20} = 4.313$</td>
<td>.011</td>
</tr>
<tr>
<td>7. Verbal rather than nominal</td>
<td>$F_{4,20} = 2.865$</td>
<td>.050</td>
</tr>
<tr>
<td>8. Main point early</td>
<td>$F_{4,20} = 3.055$</td>
<td>.041</td>
</tr>
<tr>
<td>12. Use of meta-language</td>
<td>$F_{4,20} = 4.800$</td>
<td>.007</td>
</tr>
</tbody>
</table>

The numbers after the F-value $F_{4,20}$ refers to the degrees of freedom of the independent variable/between groups (4) and the degrees of freedom of the error/within groups (20).

Post-hoc analyses were calculated for those statements that obtained significant F-values in order to answer the question of which L1-groups contribute most to the mean difference between groups for the different statements. Post-hoc analyses using the LSD post-hoc criterion for significance indicate that for statement 1 (“Sticks to the point without deviation”) the German L1 group stands out from the others, differing significantly from the English, Norwegian and Finnish L1-groups (p>.05). For statement 7 (“Verbal rather than nominal”), the Norwegian L1-group contributes most to group difference, differing significantly from the English, German, and Spanish L1-groups. For statement 8 (“Introduces the main point early”) again, the German group contributes most, differing significantly from both English and Norwegian (p>.05). Finally, for statement 12 (“Use of meta-language”) German differs significantly from English and Norwegian, and the Norwegian and Spanish L1-groups also differ significantly from one another. The results of the post-hoc analysis show that the German L1-group contributes most to the F-values overall, followed by the Norwegian L1-group.

\textsuperscript{17} The statements where there were not significant differences between L1-groups will not be further commented on here.
The workshop participants were also asked to mark which of the Kaplan doodles best represented their L1s. The L1-labels of the original doodles were omitted from the informants’ questionnaire. L1-group differences for the choice of doodles is significant at the 0.012 level (p>0.05) using the Chi-square test. 6 out of the 7 English L1-informants found that the second doodle from the left (parallel structures) is the one that best represents the text structure of English. 5 out of the 6 Norwegian L1-users on the other hand found that the linear, straightforward structure of doodle 1 best reflects Norwegian writing. Like the English L1-speakers, most of the German informants chose doodle 2 as representative for their language, while one chose the circular nr 3 and one nr 4. Interestingly, no German speaker chose the straightforward, linear structure of doodle 1, which is in line with the results of the questionnaire which shows that, while all of the language groups agree with statement 10 (“A good text is kept in a simple and straightforward style”) half of the German group disagreed with this criterion of text quality. It is also interesting to note that while the circular doodle 3 was only chosen by 3 of the 23 informants altogether (2 missing), 2 of the 3 Spanish speakers chose this doodle to best represent the text structure of Spanish. The groups are too small to generalize from the results or to give them much importance, but sufficient to arouse curiosity and inspire further studies.

The differences between the L1-groups’ text structure preferences are visualized in the output of the Correspondence Analysis presented below. We see that Finnish and Norwegian have a preference for doodle 1, while Spanish stands out in sharp distinction to the other groups as the only one choosing doodle 3. German and English tend to chose doodles 2 and 4.

Figure 2: Correspondence-analysis between L1-groups and doodles
Discussion and tentative conclusion

The results of this small pilot study yield some support to the findings of numerous studies indicating that the concept of text quality varies somewhat across languages (Connor, 1996; Connor et al, 2008, Stutterheim et al 2010). The results indicate that German differs in many ways from English and Norwegian, which is interesting since these languages often tend to be grouped together under the label of German languages. When it comes to text norms, historical and societal factors play an important role, and even though German and Norwegian share many linguistic commonalities, there are marked societal and historical differences between the two countries that may affect written text norms.

In the workshop we discussed the questions presented in the introduction of this short paper. The main conclusion was that these questions were important and should be given more attention in relation to the implementation of the CEFR across languages and cultures. There was a tentative positive answer to the question of whether the CEFR is general enough to cater for different text norms. However, for this to take place, users need to be aware of the culture-specific norms for text organization when implementing the CEFR in language-specific contexts, for instance when developing language-specific rating criteria for writing, or reference level descriptions (RLD) for different languages. My intention has been to draw attention to these matters, and it is my hope that we will continue to discuss the role of the first language in relation to the implementation of the CEFR in the future.
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Introduction
Since its publication in 2001, the Common European Framework of Reference for Languages, the CEFR (Council of Europe, 2001), has had increasing influence on language policies and practices at local, national and international levels. Implementing this rich and complex document is obviously a challenge in different ways, depending, for example, on pedagogical traditions, contextual factors and political climate. In this keynote paper, collaboration between different stakeholders at different levels of the educational system is emphasized as a powerful means of achieving the goal of Putting the CEFR to Good Use. Examples are given from a national – Swedish – perspective, a joint project between the national and international levels, and, finally, from an international perspective.

Collaboration in a conceptual frame
The conceptual basis for the present paper is a unified and extended view of validity. The traditional definition of this concept implies that you need to make sure that you are actually assessing, or measuring, what should be assessed/measured, nothing else. This means, on the one hand, that you have to check, continuously, that you do not exclude important aspects of what is in focus, usually referred to as the construct, on the other hand that you do not include things that really do not belong to this construct. This definition of validity still holds true, but during the last few decades the concept has been extended to focusing on the use of the results generated by the assessment. This includes inferences, decisions and actions, and to some extent even consequences, arising from what has been observed (Messick, 1989; Moss et al., 2006; Bachman and Palmer, 2010). Handling this obviously demanding task requires a number of strict principles and procedures. One of these is ensuring that there are multiple sources of evidence underpinning any claims made, another is successive and strict quality control of processes as well as products. In addition, collaboration between different categories of interested parties, often referred to as stakeholders, is an important factor in the validation
process, with clear ideological and ethical implications (Shohamy, 2001). Collaboration is also the main theme of the current paper.

**An example of collaboration in national test development**

There is a long tradition of national testing and assessment in Sweden, aimed at complementing teachers’ continuous observations. National as well as local assessments are based on national curricula, which define the goals of schooling in general and those of individual subjects. Formative as well as summative national assessment and testing materials are provided, both very well received by teachers and students. Different universities, with solid, documented research within relevant domains, are commissioned by the National Agency for Education to take responsibility for the development of the different materials. In the case of foreign languages – English, French, German and Spanish – this is done at the University of Gothenburg.

The development of the national testing and assessment materials of foreign languages is based on publicly available principles, common for all materials, and on specifications for the different tests (http://www.nafs.gu.se/english/information/nafs_eng/). The development process is distinctly collaborative, with systematic involvement of different categories of stakeholders, all of them contributing their own special expertise. The most important partners in the process are teachers, teacher educators, researchers from different disciplines, and, perhaps most importantly, students of different ages. There are several reasons why test-takers are essential in test development; Motives related to ethics and democracy can be brought forward, as can aspects of pedagogy, impact, and – obviously – validity in a wide sense, where the use of results and the effects of the inferences made are in focus. The most important reason to actively collaborate with students, though, has to do with what is perceived as sheer necessity. However well educated and experienced, test developers can never fully foresee the interpretations and reactions of a wide group of test-takers, a number of them probably not quite as enthusiastic about language and language study as those in charge of producing the tests. Thus, students' input provides unique information, essential for the quality of the testing materials.

The development process comprises successive meetings with reference groups, whose members, to a varying extent, take part in discussions, item writing, analyses of results, decisions about test composition, and standard setting. There are consequently no item writers
in the isolated sense; people always have more than one function in the development process. This is believed to contribute to quality in a wide sense, which can be seen as confirmed by reliability and validity analyses with satisfactory results, and by the high degree of acceptance of the national tests among teachers and students. All materials are piloted successively and, after different modifications, pre-tested in large, randomly chosen samples in the country (usually around 400 students per task). In connection with this, all teachers and students answer extensive questionnaires, the results of which are actively used in the analyses of the results. Aspects commented on by both teachers and students, although obviously phrased somewhat differently, concern, for example, perceived relevance, difficulty and clarity of different tasks, and also the degree of familiarity, i.e. how commonly used different tasks are in the regular teaching and learning situation. In addition, students are asked to make retrospective, task-related assessments of their own performances. The questionnaires comprise multiple-choice questions for teachers and Likert scales for students. For both categories there is also ample space for personal comments.

The contributions of the different stakeholder groups are diverse. Teachers and teacher educators are active members of reference groups, where researchers also come in, often in connection with special analyses and studies. Examples of the latter comprise different aspects of language and language use, analyses of inter-rater consistency, studies of the dimensionality of language performance, and different analyses of rater behaviour, for example involving reflective protocols. Students contribute in many ways, e.g. by providing information that helps to enhance the quality of tasks as well as teachers’ guidelines. Their input also affects the selection of topics and tasks, thereby, hopefully, giving test-takers optimal chances to show what they actually know and can do with their language. Last but not least, student feedback helps in the sequencing of tasks within a test, something that obviously affects overall performances. (For additional information, see Erickson, 2009; Erickson, 2010).

A national and international example of collaboration
For a long time, the Swedish national syllabuses for foreign languages have had a distinctly functional and communicative character, very similar to what in the CEFR is referred to as "an action oriented approach". This is reasonably well implemented in Swedish language classrooms. However, the levels of proficiency required for the different stages in the system, defined by national goals and grading criteria, have not yet been fully aligned to the CEFR levels, and scaling as such is a novelty to quite a number of teachers. Some tentative textual
analyses have been made, as well as continuous, empirical observations related to national test
development, but so far no large-scale, systematic studies have been performed. However, in
connection with the current revision of the syllabuses, there is a clearly stated ambition to bring
the Swedish system nearer to the CEFR, this time also including alignment of proficiency levels.
Initiated by the national test development group at the University of Gothenburg, and funded by
the Swedish National Agency for Education, a tentative, initial study was therefore designed,
aimed at investigating one of the already existing national tests in relation to the CEFR.

Twelve experts, all with profound professional experience of the CEFR and of language testing
and assessment, in twelve different countries, generously consented to participate in the study.
The aim was to tentatively analyse and relate the national test of English for the end of
compulsory school in the Swedish system to the CEFR, with regard to tasks as well as to
standards. The study, undertaken in the late spring of 2009, followed a basic scheme, however
with ample opportunity for the participants to comment freely on any aspect they found relevant.
With the aim of receiving independent judgements, the participants were not informed about
each other.

The informants were given full background information about the test, through translated
documents, teacher guidelines, including benchmarks and cut-scores, and an article about
relevant framework factors and national test development (Erickson, 2009). They were also
provided with the actual testing materials, which, like all other national tests of foreign languages
in Sweden, are monolingual, i.e. using the target language only.

Self-evidently, the length and wealth of details in the informants' reports varied, however with
excellent overall quality. Many aspects of interest, both concerning test development, inter-
pretations and applications of the CEFR, and the Swedish system of testing and grading at
large, were highlighted. A number of positive comments were given, but also some doubts were
expressed about the ability of one test to cater for the obvious heterogeneity of whole cohorts,
which is the case in the Swedish school system. Examples of other issues that demonstrated a
certain variability of opinions concerned the degree of standardization and the content and
format of individual tasks. As for the main research issue, the relation between the test and the
CEFR, the overall result confirmed the opinion commonly held in Sweden, namely that the Pass
level of the test is reasonably equivalent to a low B1. As for the highest grade level, a Pass with
special distinction, the informants generally thought that the students at the end of compulsory
school belonging to this category – roughly about 16 per cent – demonstrate language proficiency at a (high) B2 level.

As pointed out initially, the project reported here was indeed tentative; thus, no far-reaching conclusions should be drawn on the basis of the results. Rather, it should be seen as providing interesting indications and collegial reflections of great value to the continued Swedish efforts to align the national syllabuses to the CEFR. Furthermore, it is a good example of the mutual value of collaboration, where all parties involved gain insights beneficial to the efforts of further enhancing the quality of processes as well as products within the field of language testing and assessment.

International examples of collaboration in language testing and assessment
There are numerous examples of successful collaborative projects within the field of language learning, teaching and assessment in and outside of Europe. During the last decade, many of these have been related, one way or the other, to the CEFR. Initiatives have been taken by the Council of Europe, the European Centre for Modern Languages, the European Commission, individual countries, universities and other institutions, companies, and, not to be forgotten, associations and groups like the IATEFL TEASIG and EALTA. The very conference where this plenary paper was presented is a good example of such an initiative, aimed to enhance the good use of the CEFR.

Of the many successful endeavours undertaken, it seems relevant to refer to the ENLTA project – European Network for Language Testing and Assessment – run between 2003 and 2005, funded by the EU, and aimed at supporting the initial development of the European Association for Language Testing and Assessment (EALTA). The project, coordinated by Professor J. Charles Alderson at Lancaster University, UK, defined eight different activities, all with their own project leaders. The studies undertaken were reported successively, and some of them are currently available on what has later become the EALTA Resources webpage (www.ealta.eu.org/resources.htm). One of the published studies explored Language Testing and Assessment Needs in Europe, the first part of the survey giving a general picture (Hasselgreen et al., 2004), the second reporting on regional needs (Huhta et al., 2005). The findings were quite unanimous, namely that all three groups approached, viz. teachers, teacher educators and people involved in large scale test development, considered themselves in need of more training in different types of assessment, comprising both so-called alternative methods and more
psychometrically oriented techniques. Another study focused on views of language testing and assessment among language teachers and learners (Erickson & Gustafsson, 2005). Information was collected through questionnaires, with responses obtained from 1373 teenage students and their 62 teachers in ten European countries. One important outcome of the survey was the substantial input given by the students, who willingly and reflectively shared their experiences and opinions, another the clear similarities between the views of teachers and students. Furthermore, the results demonstrated clear correspondence with what has been noted over the years in the collection of test-taker feedback in connection with national test development in Sweden.

Finally, an obvious example of collaboration between a large number of people, institutions and countries is EALTA as such, officially founded in 2004, with the ambition of reaching a wide membership including teacher educators, teachers and large-scale test developers, and with a Mission Statement making explicit the value of collaboration:

*The purpose of EALTA is to promote the understanding of theoretical principles of language testing and assessment, and the improvement and sharing of testing and assessment practices throughout Europe* (http://www.ealta.eu.org)

There are many manifestations of this aim, for example that

- a discussion list for members is provided
- there are Special Interest Groups focusing on different aspects of language testing and assessment
- all materials published on the Resources website (http://www.ealta.eu.org/resources.htm) can be downloaded free of charge
- there is a variety activities offered for members
- costs, both for administration and for participation in the events offered, are kept at an absolute minimum, reflecting the inclusive aim of the association.

Perhaps the most obvious manifestation of the Mission Statement, and of the fruitfulness of collaboration, is the development of the Guidelines for Good Practice in Language Testing and Assessment, initially drafted within the ENLTA project, further developed by a special working group, discussed among the members, adopted in 2006 and currently available in 35 language versions. In these guidelines, basic principles for all types of assessment are emphasized, but
there are also sections for each of the three membership categories, with questions about principles and procedures (http://www.ealta.eu.org/guidelines.htm). The document is used in many different contexts in and outside Europe, in pre- and in-service teacher education and in research of various kinds, one example given in Alderson (2008). The Guidelines have also been disseminated in large-scale regional and national events (Erickson & Figueras, 2010).

Concluding reflections
The Common European Framework of Reference for Languages is a rich and complex document with a strong impact on learning, teaching and assessment, in and outside Europe. Furthermore, the CEFR affects national and international policy decisions and actions, thus reaching beyond the important pedagogical uses often discussed. In order to facilitate and optimize the interpretation and implementation of the CEFR, collaboration between users at different levels is called for. Indeed, collaboration as such is a challenge, requiring readiness and ability to broaden perspectives, to view things from other angles and, when proven warranted, to modify traditional procedures and products. As hopefully shown through the examples given in the current paper, however, such endeavours are certainly worthwhile to achieve the goal of Putting the CEFR to Good Use.
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A Virtual Approach to CEFR at University Levels

Isabel Herrando Rodrigo (University of Zaragoza. Spain)

Abstract
The EEES is nowadays an opportunity to introduce indispensable traces of the Common European Framework of Reference for Languages (CEFR) at Spanish universities. However, this constant change forces teachers to introduce classroom activities which should be familiar to our 21st century students.

In this project I have aimed to combine new technologies and an introduction to the linguistic competence improvement by means of a virtual Portfolio. Students were encouraged to write compositions that were sent to me, corrected, commented in class and sent them back to be incorporated in the students’ files or virtual Portfolios. By way of conclusion, results show that the use of new technologies boosts communication among students and teachers, improves our tutorial coverture and contributes to putting the CEFR to good use.

Introduction
When we teachers in higher education think about the new items and variables that have to be taken into account at the present moment, we sometimes shake in panic. New ways of teaching are demanded by our students who have been brought up in the New Technologies Era. Now that we have to adapt the much needed prevailing knowledge to the new European Framework of Higher Education, new changes could be conceived as potential threats. We may feel that we have many disadvantages against our students because we might think that we “under-use” these new technologies. If we feel so overwhelmed, we can hardly decide if we prefer “trick or treat” or just want to run away from our offices and faculties. With this piece of research I aim to show that what has been possibly seen as a “social threat” around the world can also be used as a teaching tool: MSN MESSENGER.

We cannot ignore the fact that we live in a Society of Information and Communication. With Wise (2005), Lara (2004) claims that “web-tools” available nowadays boost the learning-teaching process under the umbrella of constructivist pedagogy. Besides, our students are more and more exposed to the virtual Web 2.0 concept of the Internet that forces users to collaborate actively in these new spaces. Edublogs and Wiki-spaces are just two examples of the wide panorama.
It is widely known that our students have expanded their social networks by the use of websites such as Facebook, Twenty, Twitter or Messenger. I therefore took advantage of a very cheap and easy internet tool – MSN Messenger – to enable students to communicate with teachers in a practical, efficient and instant way and improve the quality of tutorials by holding “teletutorials”. Above all, this means of communication aims to contribute to the improvement of current practice and change management and to competence building using the CEFR, not only in exam contexts but also in classroom assessment through the use of Messenger. Thus, I will show how this channel of communication enhances the constant use of virtual Portfolios in the teaching-learning process of my university students. This project is framed in a wider one supported by my Vicerrectorado de Investigación from the University of Zaragoza as a part of an Innovative Teaching Project (PESUZ 09-5-6).

How can we use the CEFR to improve current practice and manage change?

When thinking about the CEFR levels, we may think about Cambridge ESOL exams for instance:

- CPE (Proficiency): C2  MASTERY
- CAE (Advanced): C1  EFFECTIVE OPERATIONAL PROFICIENCY
- FCE (First): B2  VANTAGE
- ILEC or TKT among others.

Our students are expected to enter university with a Threshold level of English (B1) from secondary education. With the present project I aim to expand this band towards B2 (Vantage) by working on the Internet sending tasks and feedback to students in order to enable them to create virtual Portfolios. Thanked to this system, reflections about language and tasks can be stored for life.

Thus, 2 out of the 10 points from the final mark were evaluated from the tasks carried out with the students’ virtual Portfolio.

Every week, students were sent different tasks that had to be fulfilled and sent back to me to be assessed. They received my feedback and each week I projected tasks from different students in order to reflect together about the weak and strong points of the task. When a personal or common reflection was useful to the entire group I could send it to all my students with just a mouse click.
Turning our attention to the linguistic features of this project, a special emphasis should be paid on how CEFR can be applied to the teaching of English as ESP in the different degree courses. This may also be formalized in terms of competences in the CEFR. When we think about linguistic competence we may remember Chomsky (1979) and his emphasis on the capacity of creating and transforming reality around us by means of language. The CEFR reinforces the idea of combining all the competences. We are “competent” when we apply different knowledge to different situations and with different purposes. Among other researchers, Caturla (2008) claims that we have to be competent citizens and thus, we have to use competences in every context of life in real and relevant scenarios.

I therefore conceive the basic competences as multifunctional everlasting packets that can be used all our lives. These competences should integrate knowledge, procedures and attitudes. Together with this, EEES also highlights the dynamic dimensions of our students under the Bologna terms of higher education. In this project I aimed to make students linguistically competent under the umbrella of the CEFR. By linguistically competent I understand that students should express themselves in a coherent way, whether in writing or speaking. They should interpret, listen, read and comprehend oral and written messages. Besides this, they should manage their thoughts, emotions, experiences and opinions in order to express their communicative intentions correctly. Hence, as I will show in the following sections that it may be claimed that this project has been a useful tool to put the CEFR to good use by the use of Messenger and Virtual Portfolios.

**Method**

The use of MSN Messenger aimed to encourage students’ learning by the exchange and sharing of different activities and by interaction among students and teacher. The e-mail address of the English subjects was [CienciasSaludIngles@hotmail.com](mailto:CienciasSaludIngles@hotmail.com) and the subjects involved were English for Nurses, Technical English for Physiotherapists, and English for Occupational Therapists.

**MSN MESSENGER: Creating Virtual Portfolios**

Students were asked to use their Hotmail address. If they did not have one, I asked them to create one. I explained that this project was framed in a research project and their addresses would always be preserved as confidential. Then, I displayed my Hotmail addresses and created a group of favourites with the students’ addresses.
Through *Messenger* (real-timed conversations or email) students were able to communicate with the teacher fluently. Students could contact me easily and could also establish one-to-one meetings. Moreover, those students, who could not attend class, could follow up the subject without stress using this system. As it has been previously commented, different tasks were sent, evaluated and shared with all the students by means of *Messenger*. Thanks to the contact list, files, pieces of advice and different sorts of information were distributed to all the students in seconds.

**Evaluation**

Student’s feedback was collected by means of anonymous questionnaires. The quantitative and qualitative analysis was obtained from the students’ data regarding the percentage of students’ participation, their satisfaction with their *Portfolios*, the usage of the real-timed conversations, the use of email as a mean of communication or as a means for establishing one-to-one or group seminars, etc. The data was measured using PSP to gain statistics.

As I have previously commented in the second section of this article, in the subjects I was in charge of, two points out of 10 were evaluated through compositions sent to the teacher by *Messenger*. This means of communication made the creation of the *virtual Portfolio* possible. Moreover, getting a mark from this activity made students more willing to collaborate with the project because a part of their final mark depended on it.

**Results**

Compositions and tasks were projected in class and the corrections were sent back to the students. Students created then *virtual Portfolios* to keep their compositions and tasks. They could therefore reflect on their writing processes. One of the threats of this academic year was the tentative threat of students’ failure due to the necessity of finishing their diploma and their massive number of registered subjects. Thus, *Messenger* guaranteed keeping in contact with them. Graph 1 summarises the students’ opinion regarding the use of MSN *Messenger* to exchange essays and tasks. From the different options for assessment of this innovative teaching project, “adequate” and “very adequate” were the two options chosen in all the questionnaires. There were no students who claimed that working with *Messenger* seemed “not adequate” or “a failing initiative”.

As it can be observed from fig. 1, 48% of the students considered this project—using MSN for creating a virtual Portfolio—useful for reflecting on their learning process. The other 52% considered it extremely adequate.

Fig. 2 shows the different marks students gave. 64% of the students gave 10 out of 10.

96.15% of the students who could not attend class commented on their questionnaires that this project (MSN + virtual Portfolio) has enabled them to keep the rhythm established in class and learn at the same time. 98.7% of the students who regularly attended class considered that this project contributed positively to the general follow-up of the subject.

Conclusions

Messenger enables the establishment of a virtual space for the exchange of ideas. The use of
Messenger for pedagogical purposes also boosts the communication between students and teachers. It also increases tutorial covertness by creating common interest meeting spaces. This tool reinforces students’ confidence through the accessibility of teachers and furthermore the accessibility of the solutions of weak points or problems with the subject.

As a whole it could be affirmed — supported by these results — that Messenger (real-timed conversations and email to exchange exercises and doubts) is an innovative tool that encourages a dynamic improvement in current practice and change management despite the tentative social threat of its “agentless” or “de-humanising” characteristics as far as human social relationships are concerned in other spheres of everyday life. The results indicate that almost 97% of the students were aware of their learning process. Thanks to the virtual Portfolio updated and “fed” by the use of Messenger students admitted to being conscious of their own improvements autonomously. By way of final conclusion it may be claimed that New Technologies could be a very useful tool in order to put the CEFR to good use, reinforcing at the same time the linguistic competences suggested by the European Space of Education.
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Neither the Common Reference Levels: global scale nor the self-assessment grid makes any reference to pronunciation, which is also conspicuously missing from the subcomponents of the speaking skill in the “qualitative aspects of spoken language use”. So, either the CEFR believes that pronunciation is not important; or that there is sufficient consensus for pronunciation not to need to be emphasized. I examine each of these propositions in turn, before examining critically the single grid for Phonological Control which the CEFR proposes.

1. Is Pronunciation Important?
Of the 30-odd grids covering speaking, only one refers to pronunciation. Yet how one sounds impacts profoundly on how one is perceived. Hieke A.E. (1984), for instance, found that phonological features are an essential element in decoding fluent speech and Mey J. (1998) that native speaker listeners are more intolerant of pronunciation errors than lexical or syntactic errors. There is substantial evidence that non-native accents are subject to negative evaluations by native speakers, and may “be personally downgraded because of their foreign accent” (Leather 1999: 35) and accorded “a lack of competence in many spheres” (Ryan 1983: 155).

Other factors come into play and interact here, notably: (1) the “degree of accentedness” (Ryan & Carranza 1976, Sebastian et al. 1978); (2) the interaction of this element with speakers’ speech styles and social class background (Ryan 1983: 154); (3) the status that some foreign accents have for certain groups of native (and non-native) speakers. In the US, for instance, a Spanish accent in English is more prone to stigmatization than a German one (Bresnahan et al. 2002). Delamare (1996) found that American listeners viewed speakers with certain foreign accents, such as Arabic and Farsi more favourably if the individuals made grammatical errors than if they did not, whereas speakers with other accents, such as French and Malay were actually downgraded if they produced such errors. This implies that the social context in which
native speakers encounter a foreign accent plays an important part in their evaluation of the accent concerned. Moreover, what native speakers will accommodate in a friend they may object to in a professional exchange.

Of course, not all foreign language interactions involve native-speakers (NS), so it is important to determine whether and to what extent tolerance to foreign accent is greater among non-native speakers (NNS), and whether poor pronunciation represents a barrier to understanding.

Jenkins (2000) proposes that many NNS lack the language proficiency to handle speech other than through bottom-up processing, whereas NSs are essentially top-down processors. Although this is probably an oversimplification, it does suggest that NNSs will be more reliant on segmental rather than suprasegmental features; ie the very aspects of pronunciation which a strong accent typically distorts. This is borne out by research indicating that NSs and NNSs do not grade NNS pronunciation according to the same criteria: the former tend to react to suprasegmentals, whereas the latter are more sensitive to segmental features (Johansson 1978, Anderson-Hsieh et al 1992, van den Doel 2006). This may go some way to explaining why Dutch high school students’ judgments of the overall proficiency of NN Dutch speakers of English depend more closely on how good their accents were thought to be (Meijer, 2010). In addition, there is evidence that NNSs find foreign accents harder to deal with when faced with faster speech (Rogerson Revell 2010; Anderson-Hsieh and Koehler, 1988). If they are genuinely bottom-up processors, this is not surprising.

Counter-intuitively, perhaps, there is evidence that NNS judges and instructors evaluate foreign learners’ errors considerably more severely than do NS and non-instructors (Koster & Koet (1993), Hughes & Lascaratou (1982), Sheorey (1986), Galloway (1980), Schairer (1992), Fayer & Krasinski (1987)).

2. Intelligibility

If one accepts that pronunciation is, at worst, an important element in oral proficiency, then, the degree of intelligibility of the person’s speech seems to have become the yardstick by which to measure it. Abercrombie (1956: 93) described “comfortably’ intelligible [as] a pronunciation which can be understood with little or no conscious effort on the part of the listener”. However, intelligibility is an issue for English in three respects: as an international language, English is characterized perhaps more than any other by its varieties. Moreover, a study by van den Doel
(2006) found that NSs with different varieties of L1 English reacted differently to NNS pronunciation errors.

Because dialects demonstrate linguistically consistent shifts from whatever the local norm is accepted to be, speakers of alternative dialects can usually accommodate fairly rapidly when faced with such accents. However, the situation becomes more complicated with non-native accents because it is significantly easier to understand an accent you are used to than one that you are not used to.

English is not spoken only by and between native English speakers. Its role as an international lingua franca means it is frequently used between native and non-native speakers, or wholly between non-native speakers. The requirement for intelligibility becomes thus more important while remaining equally problematic. On the other hand, speakers who engage often in such exchanges will also gather considerable exposure to different varieties of English.

And this is the crux of the matter: NNSs of English are usually good at deciphering the English they are used to hearing, and much less so when faced with “non-standard” varieties (ie when they move from recorded course book dialogues to listening to real native speakers). In short, the intelligibility issue is not just one of pronunciation: it is also one of listening comprehension. (For a recent discussion of the different factors which adversely affect non-native as opposed to native listening, see Cutler et al. (2004).)

That intelligibility is not just a case of accent is borne out by Munro & Derwing (1995) who found that strongly accented speech cannot be equated with a lack of intelligibility. Similarly, Johansson (1978: 6) points out that speech can be severely distorted and yet be intelligible “…[t]o be communicatively effective, the message must get across swiftly and unambiguously and without undue demands upon the receiver” (my italics).

This brings us back to Abercrombie’s definition. However, one person’s perception of effort is not the same as another’s. Our reaction to the effort required to understand someone is related to our experience of hearing speakers of other languages speak ours and to our inherent patience. Moreover, we need to make an effort to understand someone for several interrelated reasons (their poor control of grammar, limited lexis, tiredness …) which inevitably interact with both a strong accent and the discourse context.
Interestingly, a study by Piazza (1980, 424) into the reactions of French secondary school pupils to grammatical mistakes made by American learners of French found that “[i]rritation was judged more severely than lack of comprehensibility”, especially in spoken language. This is supported by findings from van den Doel’s mammoth 2006 study of NS reactions to Dutch pronunciation. He found that “intelligibility is not the sole criterion used by native speakers in deciding whether a particular pronunciation error is acceptable. Respondents’ emotive reactions to certain stigmatised realisations indicate that factors such as irritation or amusement also play a part in prioritising certain errors over others.” Moreover “Respondents’ comments indicate that, across different groups of native speakers, some errors are clearly and consistently more irritating than others (p287).”

Significantly, this finding could be taken to indicate that foreign accents are not only judged on the basis of intelligibility, but also by L1 standards for acceptability, at least where NSs are involved.

So just what is it about accents that renders them more or less difficult to understand or more or less irritating?

3. **Is there a Consensus?**

What constitutes “acceptable” pronunciation? Is it a fixed variable or one that varies with level? Indeed, what constitutes “pronunciation? And to what extent can one expect learners to master these different elements at different periods in their learning? Or should pronunciation be seen as a holistic variable? Should we therefore be looking at pronunciation in terms of some global marker of intelligibility? In terms of testing, these questions are crucial:

3.1 **What is the construct underlying pronunciation?**

Can and should learners at different levels of proficiency be assessed on the same elements of this construct? In other words: is there a hierarchy of learning difficulty? Is pronunciation better assessed holistically or analytically?

3.2 **Accent: from construct to assessment grid**

The construct is the underlying description of a competence that enables a tester to write descriptors that will allow marking grids to be developed. There is general agreement as to what
the different factors are that together make up phonological competence; the CEFR, for instance, lists skill in the perception and production of:

- the sound-units (*phonemes*) of the language and their realization in particular contexts;
- the phonetic features which distinguish phonemes (distinctive features);
- the phonetic composition of words;
- prosody;
- sentence stress and rhythm
- intonation;
- features of linking.

But is each feature is relevant at each level? The CEFR states that “users of the Framework may wish to consider and where appropriate state:

- what new phonological skills are required of the learner;
- what is the relative importance of sounds and prosody;
- whether phonetic accuracy and fluency are an early learning objective or developed as a longer term objective” (p 51.)

Van den Doel’s (2006) study is of great interest here as he found that:

- errors involving word stress were considered to be among the most important;
- much less significance was accorded to the avoidance of weak and contracted forms;
- intonation errors were rated among the least important;
- there was a general tendency for phonemic errors to be ranked more highly than sub-phonemic.

And this, in turn, can be linked to the notions of bottom up and top down processing mentioned earlier. If less proficient learners are more heavily reliant on bottom up processing – related to segmental and word stress features – then it is control of these, I would suggest, that we should be assessing at the lower levels of the CEFR, with the suprasegmentals kicking in later, say as of B2.

### 3.3 This is where the criticism begins

If the CEFR states that the appropriate criteria are phonetic accuracy and prosody, then one would expect to find them occurring in the grid for phonological control. Yet what we find there are references to concepts like foreign accent, intelligibility, clearness and naturalness:
PHONOLOGICAL CONTROL

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>As C1.</td>
</tr>
<tr>
<td>C1</td>
<td>Can vary intonation and place sentence stress correctly in order to express finer shades of meaning.</td>
</tr>
<tr>
<td>B2</td>
<td>Has acquired a clear, natural, pronunciation and intonation.</td>
</tr>
<tr>
<td>B1</td>
<td>Pronunciation is clearly intelligible even if a foreign accent is sometimes evident and occasional mispronunciations occur.</td>
</tr>
<tr>
<td>A2</td>
<td>Pronunciation is generally clear enough to be understood despite a noticeable foreign accent, but conversational partners will need to ask for repetition from time to time.</td>
</tr>
<tr>
<td>A1</td>
<td>Pronunciation of a very limited repertoire of learnt words and phrases can be understood with some effort by native speakers used to dealing with speakers of his/her language group.</td>
</tr>
</tbody>
</table>

Here we see clearly an overt hierarchy of phonological components which learners are expected to master as they progress in proficiency, a hierarchy which we can summarize as follows:

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>The ability to use intonation and prominence correctly and to express fine nuances of meaning.</td>
</tr>
<tr>
<td>C1</td>
<td>The ability to use intonation and prominence correctly and to express fine nuances of meaning.</td>
</tr>
<tr>
<td>B2</td>
<td>Clear and natural use of intonation, stress, and sounds.</td>
</tr>
<tr>
<td>B1</td>
<td>Intelligible, although a foreign accent is sometimes detectible. Pronunciation errors may occasionally occur.</td>
</tr>
<tr>
<td>A2</td>
<td>Pronunciation is sufficiently intelligible, despite a strong accent. The speaker may sometimes have to repeat what they said.</td>
</tr>
<tr>
<td>A1</td>
<td>Intelligible with effort.</td>
</tr>
</tbody>
</table>

However, I would take issue with this in several respects. The grid seems to have got the place of intonation right, leaving it until the upper ranges. However, Van den Doel found that the feature identified as most important was word stress. Yet this only appears – perhaps, since the term can just as easily cover prominence – under “stress” at B2. There is no other mention unless it is also subsumed under “pronunciation errors”, in which case the term is far too vague. As it stands, the CEFR suggests that accent disappears beyond B1. Yet “every speaker of a language necessarily speaks it with some accent or other” (Trask 1996: 4).

Intonation is a notoriously difficult skill to acquire, and to suggest that learners at C1 should already master it so as to express fine nuances of meaning seems to me highly ambitious. I would suggest rather that this is a skill which distinguishes the C2 learner. Moreover, as we have seen, the research indicates that it is less relevant to NNS and that even NS find other aspects of pronunciation to be more important. It is therefore right to find it in the upper levels. I cannot
see anything that could distinguish between “clear” and “intelligible”. Proposing that these terms can distinguish between levels therefore appears to me to be unconvincing.

As we have already argued, intelligibility is a much less stable indicator than we would like it to be: much as I feel intuitively that it should be an essential aspect in assessing a learner’s pronunciation, it has to be admitted that we do not all have equal tolerance to foreign accents. This does not, of course, mean that it should not appear as a criterion in assessing pronunciation. But it does underline the necessity of training oral examiners to become accustomed to other accents and to overcome their prejudices. Can one seriously propose that a learner can progress beyond a pronunciation that is “clear and natural”?

I would therefore suggest something like the following simplified version, with the added assumption that proficiency at the level stated indicates that the learner is at the top end of the level, and that most learners assessed will be somewhere between two descriptors (or even a mix of several).

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>Intonation can be used to express finer shades of meaning. Prominence can be used to express finer shades of meaning.</td>
</tr>
<tr>
<td>C1</td>
<td>Prominence is used to effect. Features of linking are common. Intonation can be used to effect.</td>
</tr>
<tr>
<td>B2</td>
<td>Sounds and word stress are clearly intelligible. Features of linking appear. Prominence used to effect. Basic intonation patterns are common.</td>
</tr>
<tr>
<td>B1</td>
<td>Sounds and word stress are intelligible. Prominence sometimes used to effect. Basic intonation patterns appear.</td>
</tr>
<tr>
<td>A2</td>
<td>Sufficient command of sounds to be understood most of the time. Sufficient command of word stress to be understood most of the time.</td>
</tr>
<tr>
<td>A1</td>
<td>Interlocutor will need to ask for repetition and clarification.</td>
</tr>
</tbody>
</table>
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Introduction
In this paper I will first recapitulate the purpose and relevance of the Common European Framework of Reference (CEFR: Council of Europe 2001) and the procedures recommended for relating tests to the CEFR in the Manual published in 2009 after substantial piloting since the 2003 preliminary edition (Council of Europe 2003; 2009). After that I will briefly mention the scheme inspired by the Manual that we recently introduced in EAQUALS (European Association for Quality Language Services www.eaquals.org) for member schools that wish to issue EAQUALS Certificates of Achievement to their learners. Then I will discuss certain aspects related to criterion-referenced assessment (CR) and standard-setting and how this concerns relating assessments to the CEFR.

Conventional standard-setting, with a panel estimating item difficulty level in order to set the cut-score for pass/fail or different grades in a test, seems to be considered essential in EALTA. Eli Moe, for example, in her paper at the EALTA standard setting seminar starts off:

“Although everyone agrees that standard-setting is a must when linking language tests to the Common European Framework of Reference (CEFR), we hear complaints about the fact that standard-setting is expensive both in respect to time and money. In addition it is a challenge to judges not only because the CEFR gives little guidance on what characterises items mirroring specific levels, but also because time seldom seems to increase individual judges’ chances of success in assigning items to CEFR levels.” (Moe 2009: 131)

Neither I nor Neil Jones nor John De Jong, to name but three people present, would agree that panel-based standard-setting is a “must” when linking tests to the CEFR. The preliminary, pilot version of the Manual presented only one method of panel-based standard-setting, the so-called DIALANG or “basket” method (explained later). The preliminary Manual also made it clear that it was perfectly feasible to jump from the specification phase direct to empirical, external validation
without bothering with panel-based standard-setting at all. It recommended using the
judgements of CEFR-trained teachers to do so and presented box plots and bivariate decision
tables provided by Norman Verhelst, the Cito statistical expert from the DIALANG project, as
useful tools in that process. When I met Norman at the first meeting of the Manual group, we in
fact had a one hour discussion in which I expressed my difficulty in buying the idea that
someone with his experience of Item Response Theory (Rasch modelling, henceforth IRT) could
seriously believe that such guesstimation by panels could work. After all there had been doubts
since the 1970s and there are effective alternatives, to which we will return later.

The Purpose of the CEFR

But first let us remind ourselves what the CEFR is all about. Published in 2001 after a period of
piloting, it consists of a descriptive scheme, common reference points expressed as six
proficiency levels, descriptor scales for many aspects of that descriptive scheme, advice on
curriculum scenarios and considerations for reflection. The aim of the CEFR is to stimulate
reflection on current practice and to provide the common reference levels to facilitate
communication, comparison of courses and qualifications, and personal mobility. The way it is
expressed (Council of Europe 2001: 178) is that the CEFR can be of help:

for the specification of the content of tests and examinations:       What is assessed
for stating the criteria to determine the attainment of a learning objective:     How performance is interpreted
for describing the levels of proficiency in existing tests and examinations, thus enabling comparisons to be made across different systems of qualifications:   How comparisons can be made

Before the CEFR, there was a practical “Tower of Babel” problem in making sense of course
certificates and test scores. A teacher, school or examination body would carry out a test and
report a result in their own way as “19,” “4.5,” “516,” “B,” “Good,” etc. It is no exaggeration to
say that 20 years ago a teacher of Spanish in a secondary school in southern France, a teacher
of French to Polish adults and a teacher of English to German businessmen would have taken
10-20 minutes to establish any common ground for a real discussion. The CEFR labels help. But
the old jungle also masked a theoretical problem: of relating assessment results to real world
practical language ability. As Jones et al (2010: 230) point out, the CEFR and Manual help
language testers to address this central concern of criterion-referenced assessment. The CEFR promotes an “action-oriented approach:” seeing the learner as a language user with specific needs, who needs to act in the language. The CEFR descriptor scales can provide the vertical continuum of real life ability needed as an external criterion for valid criterion-referenced assessment. This point is returned to later in the paper.

However, it is important to remember that the prime function of the CEFR is to encourage reflection on current practice. It offers a heuristic model, not a panacea. This fact was recognised in various articles in the special issue of the journal *Language Testing* on the CEFR: … in Chapter 2, the principal intended uses of the CEFR are made clear: though arbitrary, proficiency descriptions and scales provide an essential heuristic for understanding and communicating about language learning and use, and such a heuristic is needed in a contemporary Europe that seeks to promote mutual understanding, tolerance and knowledge of its rich linguistic and cultural diversity.” (Norris 2005: 400)

"It is essential that the CEFR is not seen as a prescriptive device but rather a heuristic, which can be refined and developed by language testers to better suit their needs". (Weir 2005: 298)

Secondly it is important to privilege profiling over levelling. The label A2 is always a convenient summary of a complex profile. Demonstrating that two tests are A2 does not entail a claim that the two tests are equivalent or interchangeable. The philosophy of the CEFR is to use the descriptor scales to profile the assessment under study, as in the example from the Manual (Council of Europe 2003: 63; 2009: 33) given in Table 1. This illustrates a Belgian examination for immigrants in Dutch as a foreign language. The vertical axis on the left represents the CEFR levels. The horizontal axis shows overall language proficiency plus the CEFR categories covered – both in terms of communicative language activities and in terms of aspects of language competence. The categories chosen to illustrate the coverage of different exams can and should be different.
Fig. 1 CEFR Manual: Form A23: Graphic Profile of the Relationship of the Examination to CEFR Levels (Example)

Profiling means that exams do not need to be compared directly to each other, or claim to be exact equivalences of each other, they can be related to each other through their CEFR profile.

### Procedures for relating assessments to the CEFR

The CEFR levels are intended for common reference. It is clear that what exactly is meant in practice by a set of verbally defined levels of proficiency like the CEFR Common Reference Levels cannot be entirely separated from current process of implementation, training workshops, calibration of illustrative samples, adaptation of CEFR descriptors, and linking of tests to the CEFR. However, the levels are not intended for a free-for-all under which people define their own interpretation of them. As was emphasised at the intergovernmental Language Policy Forum held in 2007 to take stock of implementation of the CEFR, the levels should be applied responsibly, especially in any alignment of national systems and international certificates to them. The Manual recommends four sets of procedures for linking to the CEFR: familiarisation,
specification, standardisation and validation. In the context of operational school assessment, one could also put a special emphasis on moderation techniques to limit and/or adjust for subjectivity in assessments by teachers.

**Familiarisation** with the CEFR levels through training and awareness-raising exercises is always necessary as people tend to think they know the levels without consulting the descriptors or official illustrative samples. Instead they often associate the CEFR levels with levels they are already familiar with. Familiarisation exercises normally involve descriptor sorting tasks, but the most useful, initial form of familiarisation is to see the levels in action – in video sequences such as those available online for English, French, Spanish, German and Italian on [http://www.ciep.fr/en/publi_evalcert/dvd-productions-orales-cecrl/index.php](http://www.ciep.fr/en/publi_evalcert/dvd-productions-orales-cecrl/index.php).

**Specification** entails defining the coverage of the course or examination in relation to the CEFR descriptor scales, both in terms of the curriculum and in terms of the assessment tasks and criteria used to judge success in them. This involves selecting the communicative activities, perhaps guided by descriptor scales in CEFR Chapter 4 (summarised in CEFR Table 2), designing tasks and writing items. Valid assessment requires the sampling of a range of relevant discourse. For speaking, this means combining interaction (spontaneous short turns) with production (prepared long turns). For writing it may mean eliciting written-spoken language (interaction: email, SMS, personal letter) as well as prose (production: essay, report). For listening and reading it may mean some short pieces for identifying specific information and one or two longer pieces for detailed comprehension.

The formulation of criteria may or may not be related to descriptors in CEFR chapter 5 (summarised in CEFR Table 3), but criteria should be balanced in terms of extent of knowledge and degree of control, and of linguistic competence and pragmatic competence. The assessment instrument might be a single grid of categories and levels like CEFR Table 3, especially for standardisation training or a programme in which teachers teach classes at different levels. On the other hand it might focus only on the target level, with one descriptor per chosen category, as shown with a simple example in Table 2. The advantage of this approach is the ease with which the criteria can be explained to learners. This makes it easier to highlight the qualities and competences they must acquire for communicative success, rather than just focusing on lists of things they “can do” or just grammar and vocabulary.
Fig. 2 A CEFR Manual “Decision Table” for validation of cut scores on a Eurocentres item bank for German (North 2000b)

Standardisation involves training in a standard interpretation of the levels, using the illustrative samples provided for that purpose, and secondly the transfer of that standardised interpretation to the benchmarking of local reference samples. It is important that one does not confuse these two things. In standardisation, participants are trainees being introduced to or reminded of the levels, the criteria, the administration procedures etc. There is external authority represented by the workshop leader, the official criteria and the calibrated samples. Standardisation training is not an exercise in democracy. The right answer, in terms of standardising to an interpretation of the levels held in common internationally, is not necessarily an arithmetic average of the opinions of those present, especially if they all come from the same school or pedagogic culture. This is a tricky issue which needs to be handled delicately. Personally I have found it simplest to start by showing a video, allowing group discussion, handing out the documentation and then animating a discussion of why (not whether) the learner is A2. The next stage can have group discussion reporting views to plenary, and finally individual rating – checked with neighbours.

In benchmarking, on the other hand, participants are valued, trained experts (although quite possibly the same people who did the standardisation training in the morning!) Here it is important to record individual judgements before they are swayed by over-dominant members of
the group in discussion. Ideally the weighted average of the individual judgements, preferably corrected for inconsistency and severity/lenience with the IRT program FACETS, (Linacre 1989; 2008) would yield the same result as the consensus reached in discussion. This was the preferred method in the series of benchmarking seminars that produced illustrative video samples (North and Lepage 2005; Jones 2005).

Benchmarking used for estimating the difficulty of test items (rather than the ability of learners shown in video clips) is a form of standard-setting. As I commented at the beginning of this paper, it often seems to be referred to in EALTA as if it were the only form of standard-setting. Yet in fact, as Ellie Moe commented, the process is very prone to error and the only real advantage of such methods is that some can be employed by teachers without much need for statistical knowledge. Examination institutes should be relating their reporting scale to the CEFR so as to guarantee the link over different test administrations; they should not be relating particular items or one particular test form on the basis of the views of one particular panel. People can choose whether or not to use a benchmarked video clip – they can prefer one illustrative sample to another. But when this technique is used as the way to relate a test to a proficiency scale it suggests a considerable act of faith in the ability of the panel to perform a very indirect and difficult judgement. This is a point returned to later in the paper.

**Moderation** involves counteracting subjectivity in the process of rating the productive skills. Even after standardisation training has been implemented, moderation will always be necessary. Some assessors can be quite resistant to training and the effects of the standardisation also start to wear off immediately after the training anyway. In addition, some assessors persist in using personal concepts rather than the official criteria as their reference, many are unconsciously over-influenced by one criterion (e.g. accuracy or pronunciation), and most refuse to give a top or bottom grade (= error of central tendency). Moderation techniques can be divided into collective and quality control techniques. Collective techniques involve some form of double marking, perhaps of a structured sample of candidates (e.g. every 5th consecutive candidate, or (after rank ordering) the top three, middle three, and bottom three candidates). Rather than live double marking, recordings might be sent to “chief examiners” for external monitoring. Administrative quality control techniques may involve studying collateral information on the candidates on the one hand, or developing progress norms from representative performance samples sent to the “chief examiners” on the other. Such norms can then be used to identify classes whose grades differ significantly from the norm, for further investigation.
These grades might be due to an unusually good/bad teacher or an unusually strong/weak class – but it is worth following up.

**EAQUALS Scheme**

These techniques (familiarisation, specification, standardisation, moderation) have recently been operationalised in a scheme for EAQUALS-accredited language education providers to issue EAQUALS CEFR Certificates of Achievement to learners at the end of a course. The scheme requires the school to send the following materials for inspection by an expert panel and the school’s assessment system is then checked in practice during the 3-yearly EAQUALS external inspections:

- curriculum and syllabus documents with learning objectives derived from the CEFR
- a coherent description of the assessment system
- written guidelines for teachers
- CEFR-based continuous assessment instruments
- sample assessment tasks, tests, guidelines
- CEFR-based criteria grids
- a set of locally recorded, CEFR-rated samples to be double checked by an EAQUALS expert panel
- samples of individual progress records
- content and schedule of staff training
- details of moderation techniques employed

**Validation** involves two aspects: *internal validation* of the intrinsic quality of the assessment and *external validation* of the claimed link to the vertical continuum of real-life language ability operationalised in the CEFR descriptor scales. For reasons of space I shall only discuss the latter, since the entire language testing literature concerns the former. Many of the moderation techniques referred to above are simple forms of external validation: the fundamental principle is to exploit collateral information and independent sources of evidence. The advice in the Council of Europe’s Manual to use two independent methods of setting the “cut scores” between levels, and then if necessary use a cyclical process of adjusting the “cut scores” and examining them with a “decision table” like that shown in Table 3 in order to arbitrate between the two provisional results. The table shows a low-stakes worked example cited in the Manual (Council of Europe 2009: 111–3); here the pattern was very regular with 73.5% matching classifications, so no
correction from the provisional cut scores set for the item bank on the basis of item writer intention seemed necessary.

<table>
<thead>
<tr>
<th>Range &amp; Precision: Can talk about familiar everyday situations and topics, with searching for the words; sometimes has to simplify.</th>
<th>Candidate A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Accuracy: Can use some simple structures correctly in common everyday situations.</th>
<th>Candidate A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fluency: Can participate in a longer conversation about familiar topics, but often needs to stop and think or start again in a different way</th>
<th>Candidate A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 3: Assessment at One Level

This contrastive technique can be exploited in many different ways, for example: contrasting the original claim based on item writer intention versus a result from formal standard setting; contrasting the results from two independent standard-setting panels; contrasting the results from two different standard-setting methods (e.g. between a test-centred and a candidate-centred method), and finally confirming the result from standard-setting (or the original claim based on item writer intention) with a formal external validation study. The external criterion could be operationalised in CEFR-related examination results for a school assessment or in the judgements of CEFR-trained class teachers for a test under study. In fact many of the Manual case studies recently published (Martyniuk 2010) did successfully use two methods in order to confirm their claim to CEFR linkage. Both the ECL study (Szabo 2010) and TestDaf study (Kecker & Eckes 2010) contrasted original item-writer intention with formal standard-setting; both the City & Guilds study (O’Sullivan 2010) and the ECL study (Szabo 2010) contrasted the mean average difficulty of their own items with that of the illustrative items; both TestDaf study (Kecker & Eckes 2010) and the Bilkent COPE study (Thomas & Kantarcioğlu 2009; Kantarcioğlu et al 2010) contrasted panel-based standard-setting results with external teacher judgements of the candidates in relation to CEFR descriptors. Finally the Surveylang study (Verhelst 2009) contrasted results from a sophisticated data-based, panel “bookmark method” (Council of Europe 2009: 82–3) with such external teacher CEFR judgements. Both the Pearson Test of English – Academic (De Jong 2010) and the Oxford On-line Test (Pollitt 2009) contrasted item writer intentions with external teacher judgements.

In contrast to these sensible approaches, Cizek and Bunch (2007), the current US text book on standard-setting, explicitly advise against using two methods of standard-setting, because these might yield different results. They state that “a man with two watches is never sure” and “use of
multiple methods is ill advised” (Cizek and Bunch 2007: 319-20). Yet replication is the basis of western academic thought: if you cannot replicate a result you do not have a result. Good practice would dictate corroboration of what is, for a high stakes test, an important decision that will affect many people’s lives.

**Criterion-referencing and Standard-setting**

As discussed above, validating the relationship of a test to the CEFR requires what is technically known as “linking” to the continuum of ability acting as the criterion. Criterion-referenced assessment (CR) places persons on that continuum independent of the ability of others. In our current discussion, the validated CEFR descriptor scale provides that continuum. CR was developed by Robert Glaser in a seminal article from which the crucial passage is the following:

> “Along … a continuum of attainment, a student’s score on a CR measure provides explicit information as to **what the individual can and cannot do**. CR measures indicate (…) the correspondence between what an individual does and the **underlying continuum of achievement**. Measures which assess student achievement in terms of a criterion standard thus provide information as to the degree of competence attained by a particular student which is **independent of reference to the performance of others**.” (Glaser 1963: 519–20)

This is not at all where the conventional, US-style standard-setting represented by Cizek & Bunch (2007) is coming from. Because CR started in the 1960s in the US at almost exactly the same time as the behaviourist instructional objectives movement, the two concepts unfortunately merged in setting the “performance standard” for “mastery” in the US “minimum competence” approach (Glaser R. 1994a: 6; 1994b: 9; Hambleton 1994: 22). Over time, that performance standard – which is a norm: a definition of what it might be reasonable to expect from a newly qualified professional, or from a 3rd year high school student in a specific subject in a specific context – became confused with the criterion – which is supposed to be the continuum of real-world ability. “Standard-setting” then became the process of setting the pass/fail norm for minimum competence in a multiple-choice test for a given body of knowledge in the subject concerned. Since it was the experts (panel of expert nurses; committee of 3rd year teachers) that defined that body of knowledge, they were also in a position to give an authoritative judgement on whether the test was “fair.” The “fairness” relates to what people feel it is reasonable to expect from a specific cohort of candidates in relation to the closed domain of knowledge concerned. Whether an individual’s result is considered to be good or bad therefore depends
entirely on how that result relates to the score set as the expected norm for the group of whom they are part. This is fair enough, but it is neither criterion-referenced assessment nor proficiency assessment, in the sense in which the word is used in the expression “language proficiency.” There is no relationship to an external criterion: the continuum of language ability.

As Jones (2009:36) pointed out in his paper at the EALTA standard-setting seminar there really is almost nothing in common between setting such a pass norm for a closed domain of knowledge on the one hand and linking a language test to the continuum of language proficiency articulated by the CEFR on the other. In addition, as Reckase (2009: 18) suggested in his EALTA presentation, panel-based methods were not designed for the multiple cut scores necessary in linking results to different language proficiency levels; there is an inevitable dependency between the decisions.

Twenty-three out of the twenty-six articles on case studies of relating tests to the CEFR in Martyniuk (2010) and Figueras and Noijons (2009) took a panel-based standard-setting approach, mostly citing Cizek and Bunch (2007) – though as mentioned earlier several did replicate their findings with a second method. This demonstrates the extent to which many language testers and many people involved in linking assessments to the CEFR are not aware of the confusion between criterion-referencing and mastery learning described above, nor that panel-based standard-setting is a norm-referencing technique, nor that it is not innately suitable as a means to set multiple cut-scores on a test. Nor are many language testers aware that there is 30 years of literature attesting to the fact that such panel-based standard-setting is flawed even within its own context (e.g. Glass 1978: 240 – 42; Impara and Plake 1998: 79).

This fact has recently been rediscovered (Kaftandjieva 2009) in an EALTA context in the evaluation of the so-called “basket method” used in the DIALANG project and recommended in the preliminary, pilot version of the Manual. The basket method is one of the many modified Angoff methods and asks the panel member to decide which “basket” (A1, A2 etc) to put the item in, by posing and answering a question like “At which CEFR level will a candidate first be able to answer this question correctly?” Other panel-based methods feed data to panellists between rounds, usually on item difficulty (facility values or IRT theta values) and then on “impact” (how many people would fail if we said this) and as Kaftandjieva (2009: 30) indicates such a modified basket method works much better. But all these endless Angoff variants appear to me to be really just exercises in damage limitation.
Calibrating to a common criterion

Best practice in linking a high stakes test to the CEFR involves calibrating the scale behind the test or suite of tests to the external criterion provided by the CEFR descriptor scale. This is technically called vertical scaling or vertical equating and is the main advantage offered by IRT (Item Response Theory). Simple introductions to IRT are offered by Baker (1997), McNamara (1996), and Henning (1991). Cizek & Bunch (2007) devote just 7% of their text to the issue of standards at different stages on a continuum of ability – only to then reject the concept. They discuss what they describe as “vertically moderated standard-setting” (VMSS) which is a way of smoothing out infelicities when stringing together a series of norms for different school years, each determined independently by standard-setting panels. They conclude that “none (of the VMSS methods) have any scientific or procedural grounding to provide strong support for its use” (Cizek & Bunch 2007: 297). Vertical scaling to a continuum of ability (=IRT) they reject out of hand on the basis of a study by Lissitz and Huynh (2003). Yet Lissitz and Huynh cite 6 specific reasons why vertical scaling with IRT was inappropriate for their context. These are briefly summarized and commented on below. None of them apply to the context of relating language assessments to the CEFR.

1. It is only suitable for subjects like reading or math.
   Second language proficiency is a subject like reading or math; it too has a clear continuum of ability.

2. A common dimension across school years doesn’t capture year-specific instructional expectations
   It can do if care is taken to include items in a live item bank only when their “level” is the same from the point of view of both curriculum considerations and empirical difficulty. That is the principle of a good item bank, and one that was proposed by the Dutch Construct Group.

3. It confounds content changes with method changes over school years
   This would be a problem if one were foolish enough to use a single item bank for all educational sectors or for all years of a sector, when substantial cognitive development over the years concerned changed the nature of the learning process and hence of the tasks set. One would also not expect all skills to “fit” into the same bank anyway. The CEFR linking process offers a way of relating several different item bank scales to the common metric, as already done, for example, by Cambridge ESOL.

4. The assumption of equal intervals on the scale means that comparison of growth
(between different groups; between the same group at two points in time) cannot satisfactorily be made.

The CEFR descriptor scale had almost equal intervals in the original research (North 2000a: 273–4) if the level “Tourist” below A1 is included as a pre-level for A1, and if C1 and C2 are seen as one broad band. The empirical scale had 10 almost equidistant bands: Tourist, A1, A2, A2+, B1, B1+, B2, B2+, C1, and C2. It is difficult to understand why an assumption of equal distance (not usually made in discussion of CEFR levels anyhow) would make comparisons more difficult. On the contrary, I would have thought that a common metric would make it easier; that is the whole point of a common metric.

5. Performance and learning are multidimensional. The single dimension required by a scale encourages simplifications and the loss of the very insights assessments were carried out to illuminate.

This is an argument against restricting assessment to what can be tested with test items/descriptors that can be calibrated into an item bank. However, the CEFR descriptors provide a rich description of features and competences that occur at different levels that can inform criteria used for feedback on performance and learning. Calibrated tests and descriptors can also be supplemented by descriptors giving feedback on aspects of sociocultural, intercultural and strategic competences that probably cannot be scaled at all.

6. Vertical scaling with IRT is a technically difficult task. Adjustments need to be made to smooth the results (Camilli 1999 – and also 1988)
This refers to the need for a very good IRT anchoring design and for quality control in relation to scale distortion. As Camilli discovered, IRT scales distort in the top 20% and the bottom 20% of the scale. With overlapping scales from different tests anchored together through common items in a conventional IRT “missing data design,” this can lead to an exaggerated overlap between the different test forms on the common scale. The problem can be corrected by eliminating items or people scoring above 80% or below 20% (Jones 1993; North 2000a); it can be reduced by using the OPLM IRT model developed by Cito (accurate between 90% and 10%), and it can be avoided entirely by anchoring all test forms 50% upwards and 50% downwards to adjacent tests, thus cancelling out the distortion (De Jong, personal communication).

**Linking Assessments**

There is actually a literature on linking assessments and I find it surprising that only one of the twenty-six articles in Martyniuk (2010) and Figueras & Noijons (2009) referred to it (Maris 2009), though another did report equating the test logit scale and logit scale of the CEFR descriptors.
I certainly think that the experience of participating in standard-setting seminars is a very enriching one. It is very valuable awareness-raising and training for a team of test developers and item writers to consciously evaluate and judge the difficulty of items, and then be confronted with empirical data on item difficulty. As Moe (2009: 137) suggests this process may also help make the levels more concrete by teasing out their criterial features. But why use such a qualitative, guesstimation approach to set cut-scores? There is a data-based alternative that exploits vertical scaling and the judgements of CEFR-trained teachers. As mentioned above, the technique has been used in several CEFR linking projects (Oxford Online Placement Test: Pollitt 2009; Pearson Tests of English: De Jong 2010; the UK Languages Ladder project: Jones et al 2010, and the European Survey of Language Competence: Verhelst 2010). The technique is explained in the “Further Material” (North & Jones 2009) provided to accompany the Manual. This is buried in the small print on the Council of Europe’s website (www.coe.int/lang), sandwiched between the link to the Manual text and the link to the Reference Supplement. I thoroughly recommend it to you.

Conclusion
The CEFR is a useful heuristic tool, but it is not the answer to all problems. It is an inspiration not a panacea. It needs further exemplification, as in the banks of illustrative descriptors and samples on the Council of Europe’s website. It requires the elaboration of content for different
languages, as in the “Reference Levels” for German, French, Spanish and Italian and in the recently published British Council/EAQUALS Core Inventory for General English (North et al 2010), not to mention the much awaited Cambridge-led corpus-based project English Profile.

There is no “official” way of linking tests to the framework. There is a Manual; there is what is in effect a minority report from the Manual team (“Further Material”), and there is a further body of work undertaken by ALTE and by Cambridge ESOL (e.g. see Khalifa and Weir 2009, Khalifa et al 2010).

Fundamentally the CEFR, the Manual, the Further Material, the Reference Levels, the descriptor banks and the illustrative samples are all reference tools to be critically consulted, not things to be “applied.” The boxes at the end of each CEFR chapter invite users to reflect on their current practice and the way in which it relates to what is presented in the CEFR. The authors of many of the case studies published in Martyniuk (2010) on relating tests to the CEFR state that the process of undertaking the project led them into such a process of reflection and reform. It is such a process that the CEFR was designed to stimulate.
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Designing fair writing testing tasks
Vasso Oikonomidou, MA, PhD Candidate, University of Athens, Greece

Introduction
The issue of validity and fairness in task design for assessment purposes has been considered crucial in the field of language testing (Bachman & Palmer, 1996; CEFR, 2001). Especially when it comes to considering the case of high stakes exams, the demand for the design of valid and ‘fair’ tasks, becomes even greater. It is, therefore, important that item writers and test designers consider the different variables which affect test validity and fairness and bear in mind that different types of tasks may create different kinds of difficulty to test-takers coming from a different social or educational background (Purves, 1992).

This paper aims at offering some insights towards the development of a construct validity framework for the design of ‘fair’ tasks for testing writing. It comprises both a theoretical and a practical part. The theoretical part sheds some light on the concept of fairness and validity in testing, which also the CEFR is concerned with. The practical part presents two examples of writing tasks from different exam batteries for the illustration of particular points such as target population, task type and task content, which item writers should bear in mind. The issues presented in this paper come from the researcher’s study of the relevant literature as well as findings from on-going research on writing task design in the field of language assessment.

Fairness in language testing: a definition
The fairness of language tests has always been a concern among item writers and test developers. In the related literature the conceptualization of fairness has been viewed from different perspectives (Xi, 2010), which relate to the connection between fairness and validity. Fairness has either been regarded as an independent facet of test quality or as a facet directly linked to validity. Xi (ibid.), for instance, defines fairness as ‘comparable validity for relevant
groups that can be identified’. In this sense, a test may be more ‘fair’ for certain groups of test-takers but not for others. Therefore, to make language tests as fair as possible, it is crucial that item writers and test designers follow certain pre-determined guidelines and illustrative descriptors but also consider the different variables that may affect test-taker performance. In this way, the content validity of the test is also assured.

**Content validity: an aspect of validity**

The importance of validity in the testing context is discussed in Bachman & Palmer (1996), where ‘construct validity’ is referred to as one of the six qualities comprising a model of test usefulness. Also, as noted in the CEFR (2001:177), "an assessment procedure can be said to have validity to the degree that it can be demonstrated that what is actually assessed (the construct) is what in the context concerned, should be assessed, and that the information gained is an accurate representation of the proficiency of the candidate concerned". One form of construct validity, which test designers should consider in task design, is content validity. Table 1 shows the different parameters that should be taken into account in relation to testing writing, which this paper focuses on. All the parameters mentioned in Table 1 are equally important for item writers to consider in writing task design. This paper, however, is limited to a discussion of a. target population, b. task type, and c. task content.

**Table 1: Content Validity**

<table>
<thead>
<tr>
<th>A. THE TEST</th>
<th>B. TEST SPECIFICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>➢ PURPOSE</td>
<td>➢ CONTENT</td>
</tr>
<tr>
<td>➢ DEFINITION OF CONSTRUCT</td>
<td>➢ STRUCTURE &amp; TIMING</td>
</tr>
<tr>
<td>➢ TARGET POPULATION</td>
<td>➢ CRITERIAL LEVELS OF PERFORMANCE</td>
</tr>
<tr>
<td>➢ TASK TYPE</td>
<td></td>
</tr>
</tbody>
</table>

a. **Target population**

The target population is one of the variables that should be taken into account by item writers in writing task design as it may affect test performance. In particular, test designers should consider test-takers’ age as well as their educational, social and cultural background. For instance, young candidates may not have developed as many skills as adults since they have not been exposed to as many stimuli as adults, which should be taken into account in task
design and the articulation of output expectations. In addition, test-takers who live in urban rather than rural areas have different experiences and different world knowledge. Finally, education plays a significant role in the development of different kinds of literacy.

b. Task type
Task type is reflected in task prompts, which, according to Kroll & Reid (1994), are the stimuli test-takers respond to in testing situations. Kroll & Reid (ibid.) refer to three different types of prompts: a. bare prompts, which state the entire task for test-takers, b. framed prompts, which present a situation, and c. text-based prompts, where a text is provided to test-takers as input on the basis of which they are expected to produce their written response, either by summarizing the main points of it or by responding to and interacting with it. The latter task type is also referred to in the literature as ‘read-to-write’ or ‘reading-to-write’.

Each task type places different demands on test-takers. The existence of a source text in read-to-write tasks makes the tasks authentic and activates the writer’s knowledge around a topic (Plakans, 2008; Weigle, 2004). These tasks have also been considered more fair for test-takers as they constitute a common information source for all of them (Weigle, ibid.). On the other hand, tasks with bare or framed prompts require background knowledge, depending on the subject matter. On the basis of this, the conclusion could be drawn that read-to-write tasks are generally more fair for test-takers and could lead to comparable results. However, this is not always the case and it depends on the testing situation, as the related literature indicates. The source text has been mentioned as making make less proficient L2 learners rely heavily on the source text and develop or combine their ideas to a lesser extent (John & Mayes, 1990; Lewkowicz, 1997).

c. Task content
The content of a task comprises all those elements that are articulated in prompts. Table 2 presents a task analysis framework, which includes all the elements that make up task content. This framework has been adapted from the CEFR grid for task analysis and has been modified to serve the purpose of analyzing genre-based writing tasks\(^{18}\). It should be noted that task analysis frameworks may vary according to the nature and type of each writing task.

\(^{18}\) The term ‘generic process’ used in the framework comes from Knapp & Watkins (2005), who view genres as processes: to describe, to argue, to narrate, to explain and to instruct.
For assuring validity, item writers should follow test-specific guidelines and illustrative descriptors when designing the content of each task. What is more, to make the writing tasks as fair as possible, they should consider the target population. The two writing tasks below help illustrate these points further. These writing tasks come from different examination batteries.

**Table 2: Task Analysis Framework for genre-based writing tasks**

<table>
<thead>
<tr>
<th>TASK ANALYSIS FRAMEWORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>➢ GENRE (TEXT TYPE)</td>
</tr>
<tr>
<td>➢ COMMUNICATIVE PURPOSE</td>
</tr>
<tr>
<td>➢ GENERIC PROCESS</td>
</tr>
<tr>
<td>➢ TOPIC OR THEME</td>
</tr>
<tr>
<td>➢ DISCOURSE ENVIRONMENT (CONTEXT)</td>
</tr>
<tr>
<td>➢ IMAGINED IDEAL WRITER AND AUDIENCE</td>
</tr>
<tr>
<td>➢ REGISTER / STYLE</td>
</tr>
</tbody>
</table>

**Example 1**

The writing task below comes from the KPG exams\(^1\). The initials KPG stand for Kratiko Pistopoitiiko Glossomatheias, which is the Greek State Certificate for language proficiency. The KPG exams address people living and studying or working in Greece. This is because one of the activities comprising the writing and speaking modules of the exam is a mediation activity where test-takers are expected to produce English output on the basis of Greek input. Test-takers’ age varies depending on the level being examined. C1 level writing tasks, for example, address mainly adults and they are not designed for young test-takers. In KPG, writing tasks are designed according to CEFR guidelines and illustrative descriptors. Furthermore, it must be noted that writing task design and assessment follow a genre-based approach which considers that lexicogrammar becomes meaningful only when it is linked to text purpose and function (Mitsikopoulou & Dendrinos, in press).

The task below is an ‘intralinguistic’ written mediation C1 level task. Dendrinos (2006) has used the term intralinguistic mediation to differentiate it from interlinguistic mediation where the candidates are provided with a source text in their native language and are asked to produce

\(^1\) Readers can find KPG exams at the RCEL website (www.uoa.gr/english/rcel), as well as at the Ministry of Education site (www.kpg.ypepth.gr).
their output in the foreign language by selectively extracting the necessary information.

KPG – C1 LEVEL, MAY 2008

Based on the information from the website below, write a letter (180-200 words) to your favourite 12-year-old nephew Ronnie, explaining why downloading copyrighted music is unethical and trying to convince him that he should stop doing it.

This task requires that candidates read and understand the specific type of multimodal source text and selectively extract the necessary information to produce a text of a different genre, register and style than the original, suitable for the context of situation, as shown from the task analysis below (see Table 3). To perform the task successfully, candidates must have:

✈ the linguistic competence to produce a letter to their nephew explaining why downloading music is unethical

✈ the sociolinguistic competence to create a meaningful letter relaying the information in the source text in a way that is appropriate for the context of the situation
school, social and practical literacy to interact and mediate between the source and the target text.

The task has been designed on the basis of test specifications and CEFR illustrative descriptors. In addition, the test scores demonstrated test construct validity. However, as can be inferred from the task analysis below (see Table 3), this is a demanding task which requires test-takers experienced in in this type of genre restructuring. In addition, test-takers are required to produce a letter to their nephew assuming the role of an adult. When administered, this task was not considered unfair because item writers designed it assuming that test-takers are young adults – the KPG exam is actually designed for test-takers who are 16+. If the target group had been younger test-takers, they might have been in a disadvantaged position over older ones if they had not received the necessary training. What is more, understanding and dealing with the source text which is a webpage text necessitates computer literacy on the part of test-takers. Those who are not familiar with this text type may find it difficult to interact with it as required. Finally, it is subject matter that might not be familiar or appeal to everybody.

Table 3: Task analysis

<table>
<thead>
<tr>
<th>Source text</th>
<th>Target text</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Genre (text type):</strong> Webpage text</td>
<td><strong>Genre (text type):</strong> letter</td>
</tr>
<tr>
<td><strong>Communicative purpose:</strong> inform</td>
<td><strong>Com. purpose:</strong> explain &amp; convince</td>
</tr>
<tr>
<td><strong>Generic process:</strong> explain &amp; instruct</td>
<td><strong>Generic process:</strong> argue</td>
</tr>
<tr>
<td><strong>Topic or theme:</strong> music downloading</td>
<td><strong>Topic or theme:</strong> music downloading</td>
</tr>
<tr>
<td><strong>Discourse environment:</strong> website</td>
<td><strong>Discourse environment:</strong> personal domain</td>
</tr>
<tr>
<td><strong>Imagined ideal writer:</strong> writer of the text</td>
<td><strong>Imagined ideal writer:</strong> uncle</td>
</tr>
<tr>
<td><strong>Imagined ideal audience:</strong> general public</td>
<td><strong>Imagined ideal audience:</strong> nephew</td>
</tr>
<tr>
<td><strong>Register / style:</strong> impersonal / neutral</td>
<td><strong>Register / style:</strong> personal / informal</td>
</tr>
</tbody>
</table>

Example 2

The B2 level writing task below comes from Cambridge ESOL exams. This task requires that test-takers write a review of a play they have seen by describing and evaluating the characters, the costumes and the plot and also by explaining why they would recommend the play to others. What should be noted is that this task was not obligatory for test-takers as they were offered a choice. This task actually requires particular literacy skills. Test-takers who have not been to

---

20 In the writing part of Cambridge ESOL, test-takers have to respond to two tasks; the first one is obligatory and the second one is
the theatre may not be able to produce a satisfactory output due to lack of background knowledge. Especially, since the prompts are not text-based, there is not any stimulus for test-takers to resort to. Also, the required text type (i.e. a review of a theatrical play) might not be familiar to everybody and test-takers who have not been exposed to such text types might not be able to respond to task requirements successfully.

You recently saw this notice in an English-language magazine called Theatre World.

**Reviews needed!**
Have you been to the theatre recently? If so, could you write us a review of the play you saw? Include information on the characters, costumes and story and say whether you would recommend the play to other people.
The best reviews will be published next month.
Write your **review**. (120-180 words)

**Conclusion**

From the above, it seems crucial, therefore, that among various parameters, item writers consider the task type and the task content in relation to the target population when designing writing tasks. As mentioned in CEFR (2001), for establishing the potential difficulty of a given task for a particular learner (test taker), item writers should consider: a. cognitive factors (task familiarity, required skills), b. affective factors, and c. linguistic factors. Attempting to design fair writing tasks is not an easy thing to do; it would seem impossible to make writing tasks cater for everybody. Nevertheless, by following test specifications and by considering the target population, test designers should be able to design tasks which are valid and as fair as possible.

**References**

Assessing Writing. Sydney: UNSW Press

voikonomid@gmail.com

Vasso Oikonomidou holds a B.A. from the Faculty of English Studies (University of Athens) with distinction, and an M.A. in Applied Linguistics (Reading University, UK). She has had EFL teaching experience since 1999. She is a PhD student and is working as a research assistant at the RCEL, University of Athens, Greece.
Using the CEFR in the foreign language classroom

Anne Dragemark Oscarson,
University of Gothenburg, Sweden

Mats Oscarson,
University of Gothenburg, Sweden

Introduction

This paper describes work undertaken in order to investigate the usefulness of CEFR-related concepts and materials in everyday classroom settings. The educational context is a research project which aimed to explore language teachers’ acquaintance with and use of various forms of assessment, in particular approaches that support the development of autonomous study skills and learner self-assessment of achievement. Various methodological procedures were employed for the collection of research data, including a questionnaire survey, teacher interviews, and an empirical try-out.

For quite some time in Sweden there have been reports of grading practice not being comparable or “fair”, i.e. in the sense of not being performed in the same manner throughout the country (Skolverket 2004a, 2004b, 2006; Tholin, 2006). One of the reasons behind a new curriculum to be introduced in 2011 is in fact the need to make standards of grading more equivalent between schools; the previous curriculum goals and grading criteria were considered too open to interpretation.

As grading is a difficult task, and as teachers have many different aspects to consider when deciding on their marks, there is always a risk that they use more tests than necessary - not always fully considering what the tests employed actually measure. It is of course unfortunate for our students if their grades are not given in accordance with official guidelines in the curriculum as their whole future may in fact be determined by their school record. In Swedish research conducted by Selghed (2004), for example, it was noted that there are teachers who still grade according to an older, now abandoned, relative grading system and who use predominantly quantitative rather than qualitative achievement criteria when grading.

In a criterion-related grading system it is very important for the students to understand what the goals are according to the curriculum, and what is expected of them. They need to know what
characterises any given level of attainment and what is required for a certain grade. Through other research projects we have conducted we know that it is a common opinion among students that teachers do not always see what they can actually do with the language. It has also been argued, as a possible added complication, that tests are sometimes used as a means to “discipline” students rather than as a means to further and assess their learning (Lynch, 2001; Shohamy, 2000). Furthermore, research has shown that students who feel that they are more actively engaged in the process of learning and evaluation of results, through self-assessment practices for example, tend to be better learners (Dragemark Oscarson, 2009).

The Project
The project, *The Teacher’s Extended Assessment Role*, financed by the Swedish Research Council, had three parts. One was a nationally representative questionnaire survey of teachers’ assessment practices. Another part was an interview study based on personal construct psychology (Kelly, 1963) and using so-called repertory grid elicitation technique. For further information on this part of the project, see Apelgren (2010) and Oscarson & Apelgren (2011). Finally, there was a small empirical study where teachers were requested to use so-called alternative methods of assessment in their ordinary classroom teaching in order to estimate their usefulness.

The Questionnaire Survey
The aim of the survey was to investigate the basis on which teachers determine students' grades in the foreign language classroom. Another aim was to identify the needs for further training and information that teachers experience in the area of language assessment and student grading.

The survey involved a nationally representative sample of 605 language teachers distributed over some hundred lower and upper secondary schools. The age groups taught were primarily 15-18 year-olds and the languages were mainly English, French, German, Italian, and Spanish. Basically the questionnaire requested teachers to respond to items which related to their task as evaluators of their students’ learning. The focus was on principles of grading, and on their personal assessment preferences and practices.

One of the key items in the questionnaire was:

“What types of evidence and assessment instruments do you take into account and use when...
you assess/grade your students? Tick each option which is applicable in your case.”

The response options covered all the different sources of information that Swedish language teachers tend to use and which reflect variable attitudes to student assessment.

Three sources dominated among the answers:
- classroom observation of free oral communication
- own, teacher-produced tests
- essays on given topics

There was practically no difference in preference between lower and upper secondary school teachers. On average, each of the three sources were reported to be used by about 95% of teachers in both school forms.

Other important assessment sources referred to were:
- standardized (national) Tests
- classroom observation: oral communication on a given topic
- pre-announced homework tests

The first two of these were somewhat more commonly employed in the upper secondary school. Pre-announced homework tests tended to be more frequently used in the lower secondary school.

At the other end of the scale we found that the least common assessment approaches were such that involve active engagement by the students themselves in the assessment process:
- alternative Assessment in the form of portfolios
- alternative Assessment in the form of peer-assessment
- student-produced tests

On average, 14% of the total sample of teachers indicated that they used these or similar forms of help when they assess the results of their instruction and the students’ work. The picture was about the same when the two levels were compared: both lower and upper secondary school teachers placed the above techniques at the end of their lists of adequate assessment sources.

The response patterns are likewise similar across language groups, that is, between English as
a Foreign Language and other foreign languages. An hypothesis that over-all assessment strategies vary significantly depending on level and language taught was thus not confirmed.

The outcome of the survey made it clear that so-called “alternative” assessment forms, including the use of the European Language Portfolio (henceforth ELP) and CEFR-based assessments, are not employed very often and this was also generally confirmed in the subsequent interviews with a sub-sample of teachers (Oscarson & Apelgren, 2011). More traditional methods play a much more important role, especially for grading purposes. In this respect, there is little difference between teachers of English and teachers of other languages. Other factors than traditional linguistic ones also proved to play a distinct role in assessments. Class attendance and motivation (interest, dedication etc) were also rated as important variables in teachers’ final grading of students, as the figure shows.

![Factors in grading](image)

Fig. A: comparison of three factors underlying grading in Swedish FL classes

Attendance and (in particular) motivation tend to carry almost the same weight as test results in the overall grading of students’ performance.

**The Empirical Study**

This part of the study was devoted to exploring the knowledge and actual use of some alternative forms of assessment such as self-assessment, peer assessment, and portfolio assessment. Their application is based on the theory that metacognitive skills such as self-regulation and self-monitoring are important for the development of students’ learning (Hartman, 2001). Attaining such skills is considered important in Swedish curricula.
Seven teachers were selected on the basis of their declared interest in participation in the project. They taught either French, Spanish and/or English. Without previous experience, they tried out different forms of self- and peer assessment with Grade 6-12 students during one school term. They could choose the form of assessment themselves and most of them opted for the global CEFR scales or the Swedish version of the ELP (age bracket 12–16) with its self-assessment grids. Two of the teachers wanted to use DIALANG but had some difficulty with the technology so that they partly had to give up the idea. The results presented here are from interviews and reports from four of the teachers who were working at three different lower secondary schools and who all used the global CEFR scales alone or as a part of the ELP with their students.

**April, teacher of Spanish (Grade 9)**

April taught Spanish in a grade 9 class and had found that her students had difficulty understanding the language, even though they had studied it for three years. She had previously filmed her students at the beginning of the school year and then towards the end, so that they could see their own progress. During the project, April used the self-assessment grid in the ELP as a tool in a particular learning sequence. The students listened to an episode in a Spanish TV series, practised retelling a part of the episode, and then assessed their own ability to communicate their assigned task to their peers using the appropriate CEFR scales.

April’s students were quite enthusiastic about being able to assess themselves according to the CEFR, but April felt that she should have adjusted the descriptors somewhat to fit the actual lesson content better. The students had a hard time generalizing. For instance, if the relevant scale said that a person at a particular level was able to talk about his or her family and the episode did not concern a family, the student tended not to know how to go on. April also found that she should have started with her beginners, i.e. a grade 6 class and not with students in the last year of lower secondary school (grade 9). The ninth graders were very aware of the Swedish course syllabus goals and the grading criteria, and this caused a certain degree of uncertainty, as they wanted to compare and relate the CEFR scale descriptors to the criteria they were used to. Having two sets of scales to relate their achievement levels to confused them. In the follow-up interview April said that she wished that the CEFR scales could be systematically linked to the levels in the Swedish school system, or vice versa, but she also said that the best thing about using the ELP was that the students could see their own progress in a
way that the Swedish syllabus goals and grading criteria did not allow for.

Kathy and Ursula, teachers of Spanish and English
(Grade 6 French, Grade 7 Spanish and Grade 9 English)
Kathy and Ursula worked at the same school. Both taught grade 9 English. Kathy also taught a
grade 7 Spanish class, where students had studied the language for two years, and Ursula a
beginners class of French, i.e. grade 6. Generally they found it more difficult to motivate their
students to study Spanish and French than English.

They started the term by having all their students compare their own perceived language levels
with the global CEFR scales. Compared with their own assessment of their students, Kathy and
Ursula found that the students over-assessed their language levels in English but that their
assessments of their levels of French and Spanish were quite accurate. The students then
worked independently and/or in groups on areas that they felt they needed to improve on, based
on their own CEFR assessments. For a duration of two weeks students worked with, for
example, different writing tasks or speaking exercises and/or points of grammar. Following this
period the teachers presented their students with the ELP and let them fill in the self-assessment
grids, the language passport and the language biography, partly as a way of motivating the
students for further language learning. In this way Kathy and Ursula trained their students in self-
assessment throughout the term and some of the students were able to use DIALANG, but due
to technical problems not all of them could do so. Towards the end of the term the students then
self-assessed their language levels in a conference with their teacher using both the Swedish
grading criteria and the CEFR.

The students’ evaluation showed that they appreciated the opportunity to choose the language
learning focus themselves from their own perceived needs, and that they enjoyed working with
the ELP. Both teachers experienced that their students made relevant choices of learning tasks
to improve their language but that this took more planning on their own part than they had
expected. Working independently, oral production was the most problematic area and, in
retrospect, the two teachers involved realized that the students should have been encouraged to
film or record their work themselves. A general language portfolio could also have been of great
help in documenting their work, as would have more frequent teacher/student conferences.
According to these teachers, awareness raising work like this should start early – in grade 6 or
grade 7 at the latest. At the end of the project the two teachers observed that the self-
assessments their students made of their language levels, using the CEFR, were generally realistic.

**Sarah, teacher of French (Grade 7)**

Sarah taught French in grade 7. She started by making a simple inventory in her class on why they wanted to learn French. 14 of the 19 students said that they wanted to learn to *speak* the language. In response to this, Sarah focused on oral productive skills during the whole term.

At the start of the project Sarah let her students self-assess their speaking ability using the ELP for the early ages but soon realized that she should have used the one for the appropriate age group, as most of the students found the activities a bit childish. Her students marked their own language levels as quite high when it came to listening and speaking. Towards the end of the term, after a lesson that focused on reading, understanding and then retelling a French text in smaller groups, the students assessed their speaking proficiency according to the CEFR.

Sarah described how the students had difficulties in interpreting the descriptors at first, but after discussing them in class together they became, according to her, quite accurate in their assessments of their oral production, which mostly landed between A1 and A2. An example of how the students reasoned was when they said that it was easy to answer personal questions in French and to speak about their family, but that they had difficulties in posing questions themselves. Sarah’s conclusions were that she should start using the ELP earlier, at the beginning of the course in grade 6, as students were not ready to assess their language level on their own without help and they obviously needed training.

**Summary and conclusions**

In conclusion, results of classroom observation, written assignments such as essays, and conventional language tests are the criteria primarily relied on when Swedish foreign language teachers assess their students’ levels of learning. Two methods used for information gathering, a questionnaire and interviews, produced very similar results. Furthermore teachers use much the same sorts of assessment sources at different levels of teaching as well as in the different languages taught. In addition to observed performance and test results, non-subject-matter variables (class attendance, motivation) play a very important role in teachers’ grading of student achievement.
The empirical study showed that the four teachers in the project who specifically used the CEFR global scales, either by themselves or as part of the ELP, in their classroom work with their students, experienced that their students developed an increased awareness of the curricular goals and that they themselves developed an increased awareness of their own teaching practice. They further reported that their use of the CEFR enhanced not only language awareness but also motivation, and also helped to make assessments more transparent. The problems they faced concerned practicalities and the fact that the CEFR levels and the national grades used in the Swedish school system are not directly aligned or comparable.

The four teachers also expressed the need for students to practise self- and peer assessment from an early stage in language learning. They reported a need to provide such practice on a continuous basis and that the ELP is one helpful tool to achieve this. As a result the teachers expressed their intention to continue working in this manner.

The implications of the study are that teachers, at least in Sweden, need in-service-training as well as help in increasing their competence in other forms of assessment than the more traditional summative ones. The global CEFR scales and the ELP can be valuable tools to help students develop heightened language learning awareness – and thereby to improve their study results.
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Introduction
The British Council and EAQUALS have joined to create the Core Inventory for General English. The Core Inventory is designed for adult learners on general English courses. It includes grammar, vocabulary, functions and notions, discourse markers, scenarios and exponents. The intention of this project was to make the CEFR accessible to teachers and adult learners of General English. It was an attempt to answer the question put by teachers of what the CEFR means in terms of classroom activity. The project had two further aims, to make the teaching/planning process more transparent to learners by providing clear learning objectives and to provide support for self-directed study by providing a guide to essential language for study. In the paper below I outline the five stages of development, the sources the project drew on, suggestions on how to use the inventory and the development and purpose of the scenarios.

5 stages of development
The Core Inventory was developed through an iterative and collaborative process. At a series of workshops, experienced and expert practitioners commented on work completed to date and offered suggestions for the subsequent stages. These practitioners were drawn from the two partner organisations and examination boards. The five stages were as follows:

- data collection and analysis
- creation of the Inventory
- writing the exponents
- identifying text types
- writing CEFR-based scenarios

As discussed below, a number of different data sources were drawn on. The data were analysed to find consensus. Points which were common to 80% of the data sources were defined as “core”. This led to the creation of the first version of the Inventory. Examination boards then provided input on the language points they considered relevant. Their input at the higher levels
was particularly valuable. At this stage the Inventory was finalised. Some language points which did not reach the 80% criteria but were considered, nevertheless, as important by practitioners were included in the Core Inventory. They were labelled as “less core” to differentiate them from the “core” items. The next stage was to write sentences to exemplify the language points, i.e. exponents. The next stage was to conduct an analysis of CEFR descriptors to identify source texts for different CEFR levels. The final stage was to write the scenarios which will be discussed in detail below. The project was completed in one year.

Sources
The project drew on four main sources. We were interested in establishing the practioner’s point of view so we consulted sources to provide insights into this perspective. Learner language databases and corpora were not included as data sources, as other projects, such as the English Profile project are already conducting valuable work in this area. The main data sources drawn on were the following:

- an analysis of the language implied by CEFR descriptors;
- an analysis of content common to the syllabuses of EAQUALS members whose CEFR implementation was a point of excellence;
- an analysis of content of different series of popular coursebooks;
- teacher surveys.

The highest levels of consensus were found at B1. This may reflect the influence of the Threshold Level, published in 1976. Good levels of consensus were found at A1 to B2. At C1 context and learning purpose seemed to dictate the content of the coursebooks and school syllabuses and so the level of consensus was reduced. We were unable to establish any significant consensus at C2 and for this reason it was decided that the Inventory would not include this level. The teacher surveys showed that the study of grammar is important at A1 to B2 but becomes less important after that. Lexis becomes increasingly important from B2 on.

How to use and not to use the Core Inventory
The Core Inventory is intended for use as a reference work. As the name suggests, it is the core, it is not the whole. Teachers and syllabus writers will define the total content of a course. The Inventory provides guidance and support for those who are involved in course design. It provides the foundation for courses for institutions which aspire to reflect the aims of the CEFR in their course aims. The Inventory documents one approach to realising an “action-orientated” approach to language learning and language use described in the CEFR. It is only one possible
approach to achieving such an aim and institutions could adapt our methodology to make an inventory for their own situation.

Teachers will continue to negotiate course content with learners and to conduct needs analysis. The Inventory is a tool which can help the negotiation process and provide a common language for such discussions. Learners will continue to have specific reasons for learning English and will continue to look to their teachers for guidance and support as to how best to achieve their learning goals. So, every classroom will continue to be a unique environment which reflects the needs and knowledge of those contained within it. The Inventory is in no way a substitute for this negotiation process and does not replace listening to students.

We have documented examples of good practice and offer these to the wider audience of English language practitioners. Those practitioners will then decide on how to make the Inventory relevant to their situations. They may, of course, decide that the relevance is limited and so choose not to use it. The Inventory places each language point in the place where it is of most relevance to the classroom. It does not contain information about when and how language points should be recycled. These decisions are left to syllabus writers and teachers. The Inventory does not offer guidance on how language points should be introduced, practised or developed so the teacher will make such decisions, as they always have done, taking into account the local context and the needs of the students in any particular group. The Inventory does not state when learners will have mastery of a language point.

Scenarios
The Core Inventory includes illustrative scenarios for levels A1 to C1. A scenario starts with a real-world situation such as a business meeting. The domain, context, tasks, activities and texts for the situation are defined. These variables are taken from the CEFR and reflect its “action-orientated approach”. To these, “can-do” descriptors, quality criteria and aspects of competence (e.g. strategic, pragmatic and linguistic) are added. The “Can-do” descriptors function as objectives. The quality criteria are there for evaluation. The aspects of competence are enabling objectives.

The scenario shifts into the classroom through the scenario implementation which outlines teaching/learning and assessment activities related to the competences needed to perform the real world tasks. The number of activities included in different scenarios varies depending on the type of scenario. Some include only assessment tasks, others a mixture of assessment and
teaching tasks and some include only teaching activities. This demonstrates the flexibility and of the scenario model and its applicability to a variety of teaching and assessment activity types. Assessment in this case is not restricted to the teacher-led type. Peer and self-assessment are also included in the scenario model. During the writing workshop the authors often found it difficult to complete the first section of the scenario as we tended to think in terms of classroom activities rather than real world situations. Teachers are encouraged to work with colleagues and students to create scenarios which are relevant to the needs and aspirations of students studying at their own institutions. The scenarios provided in the Inventory show only a few of the many variations possible.

Conclusion
The Core Inventory for General English will help to make the CEFR tangible and provide support and guidance for teachers and syllabus designers. It will aid learners to make the connections between classroom activities and real world needs. It does not tell people what to teach. In addition to the Core Inventory described in this paper the Core Inventory Project has two other products. One is The Essential Guide which contains only “core” functions, grammar, lexis, and discourse markers together with a brief summary of the project aims and guidance for use. The second product is a set of classroom posters. These include “Can-do” descriptors, core language points with exponents and qualitative criteria. The posters are designed to make the content of the Inventory easily available to both teachers and learners and provide a focus point for classroom discussions on course content and planning.

The Core Inventory is based on consensus and good practice from expert and experienced practioners. We believe we have held a mirror to the profession and recorded what is being taught in classrooms. We did not aim to be prescriptive. Nor did we aim to be totally comprehensive. We have produced a resource which we believe will help learners and teachers adopt an “action-orientated approach” to language learning and teaching. The Core Inventory for General English is available for free from http://www.teachingenglish.org.uk and from www.eaquals.org.

Susan Sheehan works for the English Language Innovations team at the British Council. She is Adviser Learning and Teaching. Her areas of specialism are testing and the CEFR. Susan has delivered courses on testing and assessment in many countries and managed the development of the new British Council placement test.
1. Introduction

I will present a selective account of the activities on and with the Common European Framework of Reference for Languages (CEFR) in Finland. This will also reflect my own perspective, drawing on long contact and association with the Council of Europe’s modern language project. This gave me a good opportunity to help mediate the CoE initiatives to the development of language education in Finland as I was a regular member of several subsequent curriculum development teams in modern languages. Finland tended to be among the “early adopters” of the many CoE contributions to the updating of language teaching and learning (Takala 2006). The curriculum of the new comprehensive-type basic school in 1970 reflected the recommendations of the Ostia and Ankara conferences in 1966, which featured the “four skills”, becoming acquainted with the target language culture and developing a positive attitude to its speakers. In the mid-1970s the functional-notional approach embodied in the Threshold level was adapted to school use. Subsequent curricula strengthened the role of learner autonomy and responsibility, self-assessment and reflection and cross-cultural competence.

Why did Finnish language educators and decision makers have such a favourable attitude to the approaches and tools developed under the umbrella of the CoE modern language project? There is no research information on this but I will present some personal views. Perhaps the most important reason is the fact the CoE developed a coherent and far-sighted general policy for its work in promoting broad-based European cooperation in developing new initiatives in language education. It was able to draw on top experts from a variety of countries ensuring that

---

21 My first brush with the CoE was in 1968 when I attended its seminar on language testing/assessment in Skepparholmen, Sweden. In 1976 I attended the symposium in Holte, Denmark, whose theme was modern languages in primary education. A more active role occurred at “a meeting of experts on the extension of the threshold to school education” in Strasbourg in 1976. In the 1990’s, I was a member of the advisory group related to the development of the CEFR and in the 2000s a member of the working group developing the manual for relating examinations to the CEFR.
the work reflected the broad range of priorities, preferences and educational cultures. The experts’ preparatory work represented cutting-edge knowhow and solid experience in language education. The project was managed effectively and skilfully and displayed great cross-cultural awareness and sensitivity. There was never any attempt to impose any ideas, as all work was based on extensive consultation, interaction and feedback. Through publications and numerous seminars many language educators got acquainted with colleagues in other countries and learned from each other and acquired a better shared metalanguage. For me and surely for many others, involvement in the CoE modern language project activities has been an “invisible college”, providing learning experiences that one would not get from “ordinary” academic experience.

2. Some notes on the development of the Framework

The development of the CEFR was a long process, initiated at an intergovernmental conference in Rüschlikon, Switzerland, in November 1991 together with the work on the language portfolio. The development work was part of the medium-term project “Language Learning for European Citizenship” (1990-1997). A working party was set up (D. Coste, B. North, J. Sheils and J.L.M. Trim) to produce a draft framework. An advisory group was set up in 1993 and I was appointed one of its members. In 1995 we had Draft 1 to review, and it was made available in December 1995.  

Throughout the different drafts the basic principles of flexibility, openness, dynamism and non-dogmatic stance were adhered to as well the rejection of prescriptivism and the acceptance of its evolution (Trim 2007). There were, however, some changes made. It was expanded in the process: Draft 1 contained 204 A4-pages, Draft 2 213 A4-pages and the printed book 257 pages. Some visual illustrations were removed and I am afraid that we, the advisory group, provided unhelpful advice on this score, as the illustrations were quite useful. The scales were presented in the first two drafts in appendices, and one might argue that there was something of an apologetic tone in introducing them. There was a proposal in the advisory group to remove them entirely but it was decisively turned down by the majority. In the event, they were brought forward and incorporated in the body of the text. There was also some other reorganization of the content and, for instance, the currently strongly emphasized notion of “plurilingualism” in an

22 It was entitled “Common European Framework for language learning and teaching. Daft 1 of a Framework proposal”. The second draft was entitled “Modern Languages: Learning, Teaching, Assessment. A Common European Framework of Reference (published in March 1997 and sent in 1998 for extensive field consultation). The present title was decided on when the framework was to go to the printers.
elaborated form was introduced first in the printed book. It would be interesting to see a more in-depth analysis of the different versions, combined with the information provided by the authors in different contexts (see e.g. Coste 2006).

3. CEFR in Finland
In this article, I will include work done in Finland, both as a national and international activity as they happen to be closely intertwined. Takala and Kaftandjieva (2004) also provides an account of some of the activities.

3.1. DIALANG
It all started with the EU project DIALANG, which my home department, Center for Applied Language Studies, University of Jyväskylä, coordinated during the first phase (autumn 1996 - November 1999). During the early part of 1996 the idea of producing language tests took form and this activity was originally to be a pilot project like a number of other assessment projects within the EU. The project was, however, soon transferred to DG XXII/LINGUA. In this context the original idea of accreditation and the personal skills card was abandoned in favour of a diagnostically oriented assessment system, which was approved by the SOCRATES committee.

DIALANG was in many ways a novel approach to language testing and assessment. It developed a transnational assessment system with a large range of languages covered. It is diagnostically oriented, with one purpose to promote diversified language learning in Europe. It combines self-assessment and external assessment. It uses the Internet as the delivery system and reports the results in terms of the Council of Europe proficiency scale. This linking was decided as the use of the scales was seen to promote comparability across languages. I played an active role in developing the blueprint and I recall that I saw in the system an opportunity to “democratise” testing/assessment by trying to put the user “in the driver’s seat” and by serving his/her individual interests (to be “at his/her beck and call”) In this DIALANG displayed a similar sense of mission as EALTA (see also Erickson in this publication).

In practice, the CEFR Draft 2 self-assessment scales and communicative activity scales were used/adapted. We also reviewed and utilised the objectives definitions in Waystage, Threshold and Vantage. While we found them useful for test specification, we also noted that there was quite a lot of overlap in them and thus progression was not always very clear-cut.
DIALANG faced many daunting challenges: how to write test specifications, self-assessment statements, feedback statements and relate all this to the CEFR (see Alderson 2005). Of course, relating the outcomes to the CEFR was a huge challenge (Kaftandjieva, Verhelst & Takala 1999) and it became a "hot" topic after the CEFR had been published in 2001. It needs to be pointed out that standard setting required a new approach: from the usual task of setting one cut-score (failing/passing the standard), as many as five cut-scores were needed. This was done using as a starting point the “modified Angoff” method.\(^{23}\)

The results of a validation study (Kaftandjieva & Takala 2002), which was designed and conducted as a part of a pilot study of a standard-setting procedure specifically designed for the purposes of DIALANG, provided strong support for the validity of the CoE scales for listening, reading and writing. These findings not only confirmed that the DIALANG assessment system was based on solid ground but they also had a broader impact, supporting the view that any further development of the CEFR could be undertaken on a sound basis.

3.2. Scale development

While the CEFR scales have become the benchmark in Europe and beyond, there were many scales developed and used before the CEFR. Indeed, Brian North (1995) reports in his PhD thesis that almost 30 scales (and about 1000 descriptors) were used in the Swiss project that led to the CEFR scales.

In Finland, the need for a national certificates system (YKI) was discussed in the early 1990s and introduced by an Act in the mid-1990s. A number of reasons were presented for the system, including the opportunity for adults to have a reliable assessment of their language proficiency irrespective of how they had acquired the skills and the possibility of using the data for

\(^{23}\) Actually three different modifications of the modified two-choice Angoff method as well as three different modifications of the contrasting group-method were applied to the standard setting procedure. Multiple matrix sampling with incomplete equal-sized linked design was used to pilot the items. Item response theory was applied to item calibration. The One Parameter Logistic Model (OPLM) was chosen, because it combines the desirable statistical characteristics of the Rasch model with the attractive features of the two-parameter logistic model. Moreover, the OPLM computer program allows application of incomplete test design, which at that time was not possible with most of the other computer programs that applied the IRT approach to test development and analysis. The adaptive test construction design was based on the two-stage multilevel adaptive testing approach. The role of the routing test (pre-estimation) is played by the Vocabulary Size Placement Test and the self-assessment tools. The second-stage language test has three overlapping levels of difficulty.
assessing the overall national language proficiency level and for developing language education. The development of the system drew heavily on the Waystage, Threshold and Vantage specifications and adapted the 9-point scale of the English Speaking Union.\(^\text{24}\) As the CoE 6-point scale entered the scene and gained growing attention and acceptance, a project was set up to calibrate the original scale to a new 6-point scale. This required considerable conceptual and empirical work and the new scale was successfully validated against the CEFR scale (Kaftandjieva & Takala, 2003).

Another large-scale project (2000-2001) was carried out to develop a system for harmonizing high-stakes assessment of compulsory language requirements in polytechnics (tertiary level). Scales were developed on the basis of the CoE 6-point scales but adapting them to make them more relevant for a LSP context. Their validation procedure was largely similar to the earlier work developed by Dr. Kaftandjieva. This and the building of an item bank (a new feature) is reported in an unpublished manuscript (Kaftandjieva 2001).

A third project is presented to show a different context of scale development. The current syllabuses for the basic school and the upper secondary school (2004 and 2003, respectively) continued the long-established orientation of communicative language teaching and cross-cultural communication but introduced as a new element target levels for grades 6, 9 and 12 using school-adapted CoE scales. The most important deviation is the introduction of three sub-levels at A1: A1.1, A1.2 and A1.3. There are two main reasons for this: qualitatively clear progress is the most rapid at the beginning stage and more fine-grain levels are needed for reporting progress. It is surely very demotivating if a pupil feels that he/she is making progress but is reported to be at level A1 for a long period of study. Another adaptation is that there is more attention given to constraints than in the CEFR where the descriptors are predominantly couched in positive terms without indicating any constraints. It was felt that the spelling out of constraints was useful for the purposes of assessment and grading. Teachers have tended to agree that this is a useful addition. The scales were subjected to a small-scale validation (Hildén & Takala, 2007).

### 3.3. Assessment of learning outcomes in the school system

In the above, language proficiency was assessed in the DIALANG and AMKKIA projects. The “clients” of these were not “representative” of the ordinary school population. There have been a

\(^{24}\) It is likely that the experience in developing and administering a language examination in several languages, drawing on the CoE tools was one of the main reasons why the Center for Applied Language Studies was encouraged to submit a proposal that led to the launching of DIALANG.
few studies where nationally representative studies have explored what level is achieved in language studies in the Finnish school system.

The first of these was a study of the level of achievement in English in the Matriculation Examination after 10 years of English (about 850 lessons, some 625 “clock” hours). The study (Kaftandjieva & Takala, 2002) was presented at a CoE seminar in Helsinki in the summer of 2002, which launched the process leading to the CoE Manual for relating examinations to the CEFR. Using basically the approach used by the authors in earlier studies it was established that about 60% of students had reached level B2, about 15% C1, 1-2% level C2 and about 15% level B1, which was the pass level. Figure 1 illustrates the levels reached in different languages with a 10-year course of study as against a 3-5 course study (started at the age of 13-14 or 15-16), and a 6-year course for Swedish (a compulsory language for Finnish-speaking students).

A few observations are worth pointing out. The level reached in English is much higher than in the other “long” languages (the same number of lessons). The good level of achievement in Russian and Finnish can be explained by the relatively large number of students who are strongly bilingual. This illustrates the fact that, especially for English, a substantial part of the level of achievement is explained by out-of-school use of English (“informal learning”). There is, in fact, a saying in Finnish that “English sticks to your clothes” – it is ubiquitous. It is sometimes
also called “the third national language”, with Finnish/Swedish being “the other national language”, respectively. The figure shows further that the level attained in the shorter courses is considerably lower than in the long courses. It also shows that learning outcomes in Swedish are quite low, mainly due to problems of motivation. It is also worth noting that the linkage of English and Swedish is more reliable than in the case of the other languages, which are presented here as tentative linkages.

There have been three national assessments with representative samples of basic school 9th graders. Fig. 2 shows the levels reached at the end of basic school after seven years of English (some 600 lessons, 450 "clock hours"). The results are reported by Tuokko (PhD thesis 2007).

![Level in English (%): grade 9 (15-16 years; 7 years of English, Tuokko, 2007)](image)

**Fig. 2 Distribution of levels in English at the end of basic school**
All four skills were assessed, but for the purpose of standard setting the receptive skills (listening and reading) were merged to reach a satisfactory level of reliability (as the relatively short tests did not possess a sufficient level of reliability). As the figure shows, the most common level reached was B1 (it was B2 at the end of the upper secondary school; cf. above).

The level reached in Swedish (Finnish-speaking students) and Finnish (Swedish-speaking pupils) was lower. The level in Swedish (three years of study) was about A1.3 - A2.1 (Tuokko 2008). The level in Finnish was obviously higher (seven years of study) – A2.2 on the average but clearly lower than in the case of English (Toropainen 2010). For those students who studied
according to a more mother-tongue resembling syllabus (more or less bilingual students) the level was (obviously) higher – B1.2 on the average. An outcome which is worrisome in a school system which is strongly built on the premise of educational equality is the fact that the general level of attainment in Finnish was considerably lower in the coastal area in the mid-west than in the more bilingual-influenced southern coastal area.

4. Conclusion and discussion
Overall, it is probably fair to say that the rather extensive work on and with the CEFR in Finland has been a positive and rewarding experience and that it has been quite successful. On the other hand, the implementation of the CEFR applications in schools and classrooms (eg. in assessment/grading/examinations) has been slow and not very systematic.

One of the conclusions reached during the work with and on the CEFR is that there is qualitatively fast progress in the lower stages of language proficiency. After this it takes increasingly more time (exposure, use) to reach subsequent levels. This is illustrated tentatively in Fig. 3 (Level 1=A1, 2=A2 etc). The time scale represents hours.

Another conclusion is that reporting learning outcomes in terms of the CEFR levels (which is a form of criterion-referencing) makes it possible to report progress over time and to compare levels attained in different courses/languages much better than is possible in the still dominant norm-referenced grading practice in Finland.
A third conclusion is that the benefits of using the CEFR do not come cheap. A lot of effort has to be devoted to planning, execution, data analysis and interpretation. After an intensive period of development work there are now several tools that can be consulted and used, but even so the need for competence building and learning-by-doing should not be underestimated. On the other hand, reliance on external “experts” should not be overstated. Competence can be built up by making a commitment to a relatively long period of development work. A lot can be learned by studying how the CEFR has been used in other contexts.

Finally, I wish to express my personal perception of how the CEFR is viewed in Finland. It has been seen as a valuable tool in all national development of language education and also been found useful in international contacts and cooperation. It is seen as a reference tool, descriptive rather than prescriptive, both inviting and requiring thoughtful application by the users. While it is comprehensive it does not cover everything. Also, while it is the most useful tool developed in the recent past, it needs to be elaborated through international cooperation. In sum, both the CEFR and the ELP are good examples of international cooperation undertaken voluntarily and serving enlightened national self-interests. Contrary to some voiced criticism, it is not seen in Finland as an agenda for trying to enforce consensus or to exercise power. All of my forty years of involvement in the various CoE language project activities suggest that the ethos of the activities is built on sharing, consultation and cooperation.
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Improving Classroom Assessment by Using the CEFR
Sanja Wagner
Erich Kästner-Schule, Darmstadt/Germany

Introduction
More and more educational systems move in the direction of increased accountability and place greater assessment demands on teachers. They not only give grades for pupils’ performance in tests, they have to organize the learning process so that at the end of secondary school the pupils meet the national standards, which are related to the CEFR in all European countries. There is a need for a shift from the “assessment of learning” to “assessment for learning”, an ongoing process of evaluation of the learning outcomes by pupils themselves as well as by teachers in order to promote future learning and language growth.

Assessment for Learning
Sharing the job of assessing the learning outcomes, as well as the learning process with the pupils, makes a metacognitive discourse about learning necessary, it eventually becomes central to classroom practice. Checklists from the CEFR and “rubrics” provide a common language as well as valid descriptors for different language skills. They promote understanding of goals and criteria and thus help learners to know how to improve. Assessment for learning in this way focuses on how pupils learn and not only on what they have learnt.

Having heard about the CEFR in 1998 I started to change my classroom practice in order to teach according to the CEFR’s key ideas to make the teaching and learning process transparent and to facilitate autonomous learning through self-monitoring and self-assessment:

(...) it is one of the principal functions of the Framework to encourage and enable all the different partners to the language teaching and learning processes to inform others as transparently as possible not only of their aims and objectives but also of the methods they use and the results they actually achieve. (CEFR 2.3.1.)

I was encouraged to continue my experimental work on the new assessment tools in English classes when the national standards became the issue to discuss and implement in German schools in 2004. Beside standards, competence has become the buzz word in educational debates. As language teachers we are the lucky ones, having a huge bank of valid descriptors,
since there is an international agreement that CEFR is the reference for all educational boards in Europe. Examples from my teaching practice discussed in this paper show the potential of criterion-orientated checklists and grids for the assessment of task-based learning in young learners’ classroom at levels A2 to B1/B2.

**Work Plan**

The first step was to introduce a “work plan” which includes all the learning activities during the following two to three weeks. Thus the pupils know what they are expected to do and how, which makes the teaching and learning process transparent. The plan includes various ways of and tasks for learning vocabulary, for reading and listening comprehension, for writing and communication as well as for small projects. There is also a section focusing on language awareness.

Working to a plan of this nature the teacher is able to stimulate reflection on

- what has been done so far,
- what the students have learnt,
- where the problems can be identified
- what students like or dislike about English lessons.

For students the “work plan” is a scaffold which supports their engagement in learning and in negotiating while the teacher is able to stimulate reflection on learning progress, achievements, problems as well as likes and dislikes when learning a language. Pupils learn how to learn a new language in general as well as developing their capacity to plan, monitor and evaluate their own learning and build up a dossier of their best work.

Observing the students while they are working on different tasks, the teacher gets to know more about the students and their ways of learning a language. Thus he is able to respect individual learning styles as well as individual needs, aptitudes and interests without giving up his goals set out in the syllabus. For the gifted and talented the unit plan offers the possibility to go far beyond the work in the classroom. Before the teacher starts to develop a “work plan” on a specific topic it is important to reflect on the following aspects:
- Which learning techniques and social forms do I want to introduce/reinforce?
- How much room do I give to my pupils for autonomous learning?
- What do I want to have evaluated by a self-assessment grid?
- When and how often do I do this?
- What examples are there to facilitate my job?

A workplan is a scaffold for introducing and fostering experiential learning, self-organized/autonomous learning, monitoring and self-evaluation. The research on language acquisition tells us that there is no such thing as step-by-step learning following the so-called grammar progression (which is at the heart of most course books in Germany). On the contrary – learners must be exposed to as much target language as possible like children learning their mother tongue. This “bath of language” is equally essential for the acquisition of language for second-language learners. Michael Swan explains the importance of the extensive language input as follows: “They need to be exposed to quantities of spoken and written language, authentic or not too tidied up, for their unconscious acquisition processes to work on.” (Swan 2006) Within a workplan pupils are exposed to a great choice of language materials and they can choose what to do and how to do it individually.

**Accuracy against Communicative Effectiveness**

The language acquisition research project by W. Bleyhl states an “ultimative paradox” in language teaching, saying that the more we focus on formal aspects and accuracy and the more we simplify and break up the language into “eatable pieces” the less the learners acquire language competence. (Blehyl pdf) In other words the PPP method is totally contra-productive, as well as teaching only vocabulary (e.g. English=German) or grammar, even if however this is very easy to teach and to assess. Above all, teachers are praised for testing vocabulary and grammar on a regular basis, which even parents consider most important in language classes.

Especially pupils at the lower intermediate level, who start processing language on their own, are very likely to make mistakes which are typical for the stage of their learning process. Teachers often judge the performance by focusing on accuracy, on mistakes and consequently, even if the pupil tries very hard to use the target language and successfully communicates his thoughts, he gets penalized for mistakes. This is a very frustrating experience and a lot of pupils draw back into silence instead of trying and experimenting with the new language. In English classes we must create a safe learning environment, where
these pupils can experiment with language and use their interlanguage, which of course is not always correct and fluent but is a necessary stage in the process of language acquisition. Being familiar with the CEFR linguistic scales at level A2 to B1, teachers get much more tolerant and focus more on communicative effectiveness and the receptive skills like reading and listening, where pupils usually achieve the target level with ease.

**Task-based Language Teaching and Learning**

There is a need to change classroom practice so that the process of second language acquisition is embedded in subject-area learning, enabling pupils to build up topic knowledge and carry out different activities for which they develop useful strategies and skills (CEFR p.137). Task-based learning and project work enable pupils to learn the language in this way. They work in a group on a content-based task, present the outcomes and in doing this use the target language. This is a very complex performance. Assessing pupils’ performance on a task means not only evaluating the final product (e.g. a reader, poster, multimedia presentation…), but also monitoring and appraising a very complex process over a period of time. Many teachers avoid this, just because they are not aware of the tools available, such As checklists and rubrics for the possible areas of assessment. These are:

- expanding their knowledge on a specific topic
- working collaboratively in a team
- presenting the results and using visual aids
- using and improving their language skills
- developing learning and thinking skills

Working on a project in a team focuses on a topic (Media, Geography, History, Science…) where the target language is the means of communication, oral and written. Pupils are doing things in the target language all the time, be it by reception or production.

- Pupils are exposed to extensive language input, searching for the information in authentic sources (books, magazines, Internet, films, lyrics)
- They produce extensive output, writing notes, summaries, drafts
- Editing their material and rehearsing involves intensive output
- There is plenty of opportunity to negotiate language use: “how to put it right”, what is the most appropriate way of expressing one’s thoughts
• There is a need to talk about sentence structure or tenses, thereby dealing with grammar in a meaningful way (analysed input and output)
• There is the opportunity to work collaboratively, helping each other and learning from each other, to show strengths and admit weaknesses
• Working on a project is a challenging, meaningful and authentic experience in the target language
It offers plenty of opportunities for self-organized learning and (self-) monitoring / assessment and the final product – in most cases a presentation – is an invaluable but rare situation to assess oral skills in the classroom.

Assessment with checklists and rubrics
For the teacher there is the crucial question: How to assess pupils’ performance when language is not the only focus of assessment, because they are working on a task or even on a project about history, geography or other cultural or political issues?
In order to make the monitoring and assessment easy to handle in classroom setting and transparent for the learners it is important to design checklists and link them to the workplan so that students can join in this assessment process themselves, monitor and assess their own progress and thus start to organize their learning process themselves. The teacher uses the same evaluation tools for his assessment.
The checklists mostly consist of positive “can do” statements taken from the CEFR which reaffirm the achievements of the individual student and strengthen his self-esteem.

But there is often a need for a more detailed description of students’ performance, based on explicit criteria, which is provided by using “rubrics”. For teamwork, reading logs and presentations with the help of visual aids I use rubrics, mostly adapted from the free online tool available on the internet “http://rubistar.4teachers.org”. The advantage of rubrics is that they give explicit description of a performance usually on four different levels – so the pupils learn the criteria for a very good performance and realize why theirs is or is not that good. On the one hand rubrics provide transparent criteria of evaluation, on the other hand they help the pupils to set themselves new goals because they now know what to improve.

I was able to work with the same group of learners for 6 years, thus developing autonomous learning step by step, observing the pupils as well as discussing with them the pros and cons of the new approach. For the last three years, we used the European Language Portfolio published by Diesterweg. There was no need to correct any self-assessment in the language passport, however it was a long and difficult road in a school system and in a society where self-assessment, ownership and self-directed learning are just starting to emerge. However introducing this new teaching and learning practice in a class, which was not used to it, is very hard work, takes a long time and may even fail. For pupils it is much easier to learn new words and grammar rules by heart and to fill in gaps in exercises than to engage in tasks, use and produce language and above all reflect on their language growth. They must learn to feel free to take risks and consequently we must encourage them time and again to go on talking without fear of making mistakes and to continue learning by giving them meaningful tasks which they can manage and by giving them positive feedback using valid and transparent criteria.

The “can do” statements, “rubrics” and portfolio assessment bring a new culture of assessment
and evaluation into the foreign language classrooms, which again contributes to life-long language learning and offers “opportunities to acquire independence and autonomy as learners (….) and encourages co-operation and other social values.” (Hayworth 2004)
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I teach mixed-ability classes at the state comprehensive school in Darmstadt near Frankfurt. As a teacher trainer my main focus is on the implementation of CEFR and ELP in English classes and on improvement of literacy skills. I have been developing portfolio assessment sheets as well as test formats for the new course books Notting Hill Gate, published by Diesterweg.
‘Putting the CEFR to Good Use’ is a collection of selected articles written by the presenters of the IATEFL TEA SIG and EALTA conference in Barcelona, Spain held in October 2010.

The impact of the Common European Framework of Reference for Languages (2001) and of the Manual for Relating Examinations to the CEFR (2009) in the field of language testing and assessment has resulted in a growing number of research programs, linking projects and training endeavours. However, different constituencies in different contexts of use with different resources create different scenarios which require tailor-made approaches in terms of improving current practice, and managing change, competence building in the area of using the CEFR not only in exam contexts but also in classroom assessment, increasing the quality of test development and test administration procedures, developing procedures that guarantee transparency and accountability, encouraging the development of both formal and informal national and international networks.

The aim of this conference was to look at how professionals in the field have addressed these issues, and to exchange ideas on how different constituencies can cooperate in order to improve testing and assessment practice(s) in Europe.

IATEFL TEA SIG Committee and EALTA are proud to present this unique publication to the International ELT community as an e-book.

The IATEFL Testing, Evaluation and Assessment Special Interest Group (TEA SIG) is one of the fourteen SIGs at IATEFL. It was established in 1986, with the aim of reaching those who are interested in the process and product of learning English as a second and foreign language, in testing, evaluation and assessment in ELT.

EALTA (European Association for Language Testing and Assessment) is a professional association for language testers in Europe. The purpose of EALTA is to promote the understanding of theoretical principles of language testing and assessment, and the improvement and sharing of testing and assessment practices throughout Europe.

You can find out more about the IATEFL TEA SIG at: http://tea.iatefl.org/

You can find out more about the EALTA at: http://www.ealta.eu.org/